
Understanding experiences with compulsory immigration
surveillance in the U.S.

Kentrell Owens
University of Washington
Seattle, Washington, USA

kentrell@cs.washington.edu

Yael Eiger
University of Washington
Seattle, Washington, USA
yeiger@cs.washington.edu

Basia Radka
University of Washington
Seattle, Washington, USA
basia@cs.washington.edu

Tadayoshi Kohno
University of Washington
Seattle, Washington, USA
yoshi@cs.washington.edu

Franziska Roesner
University of Washington
Seattle, Washington, USA
franzi@cs.washington.edu

Abstract
People attempting to immigrate to the U.S. (through a port of entry
or other means) may be required to accept various forms of surveil-
lance technologies after interacting with immigration officials. In
March 2025, around 160,000 people in the U.S. were required to use
a smartphone application—BI SmartLINK—that uses facial recogni-
tion, voice recognition, and location tracking; others were assigned
an ankle monitor or a smartwatch. These compulsory surveillance
technologies exist under Immigration and Custom Enforcement
(ICE)’s Alternatives to Detention (ATD) program, a combination of
surveillance technologies, home visits, and in-person meetings with
ICE officials and third-party “case specialists.” For migrants in the
U.S. who are already facing multiple other challenges, such as se-
curing housing, work, or healthcare, the surveillance technologies
administered under ATD introduce new challenges.

To understand the challenges facing migrants using BI
SmartLINK under ATD, their questions about the app, and what
role technologists might play (if any) in addressing these challenges,
we conducted an interview study (n=9) with immigrant rights ad-
vocates. These advocates have collectively supported thousands
of migrants over their careers and witnessed firsthand their strug-
gles with surveillance tech under ATD. Among other things, our
findings highlight how surveillance tech exacerbates the power im-
balance between migrants and ICE officials (or their proxies), how
these technologies (negatively) impact migrants, and how migrants
and their advocates struggle to understand how the technologies
that surveil them function. Our findings regarding the harms expe-
rienced by migrants lead us to believe that BI SmartLINK should
not be used, and these harms fundamentally cannot be addressed
by improvements to the app’s functionality or design. However,
as this technology is currently deployed, we end by highlighting
intervention opportunities for technologists to use our findings to
make these high-stakes technologies less opaque for migrants and
their advocates.
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1 Introduction
Many asylum-seekers (and migrants broadly) come to U.S. borders
fleeing various forms of violence or catastrophe and have overcome
enormous challenges [26]. Those who are able to gain entry into
the U.S. may face additional challenges after they enter the country,
including temporary detainment by Customs and Border Protection
(CBP), language barriers, the inability to work legally,1 and finding
affordable housing [25]. Moreover, before being admitted to the
country, they must surrender troves of personal data (e.g., through
device searches and searches of social media accounts [48]), and, if
they are permitted to enter, must accept several conditions—often
including being surveilled by a smartphone app: BI SmartLINK.

BI SmartLINKwas first launched in 2018 under Immigration and
Customs Enforcement’s (ICE) Intensive Supervision Appearance
Program (ISAP), which is the primary component of ICE’s Alterna-
tives to Detention (ATD) program [30]. According to ICE, the goal
of ATD is “to ensure compliance with release conditions and pro-
vide important case management services for non-detained nonciti-
zens” [56]. Instead of being detained while their immigration case is
pending or released with routine in-person check-ins, migrants are
assigned some form of electronic monitoring. These options have
expanded over the years to include ankle monitors, home phone
voice verification, smart wristbands, and BI SmartLINK [38]. Ac-
cording to ICE data fromMarch 2025, of the 183,884 people enrolled
in ATD (with an average enrollment of 651 days), at least 159,959
people were being monitored by BI SmartLINK, with the remain-
ing people being monitored by an ankle monitor (n=17,689), smart

1People who have a pending asylum case with the United States Citizenship and
Immigration Services (USCIS) may apply for work authorization but only after 180
days [24].
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wristband (n=4,634), VoiceID (i.e., phone-based voice verification;
n=1,554), or no technology (n=6) [53].

Migrants required to use BI SmartLINK must conduct remote
check-ins using facial verification and have their location tracked.
When this app is installed on a personal phone, it has access to
personal data (e.g., images, videos, phone number(s)), in addition to
the already sensitive location and biometric data collected. There
is a power imbalance between migrants and the entities that mon-
itor them, particularly regarding access to information about BI
SmartLINK’s behavior. If a migrant cannot successfully complete a
check-in, or if they violate the terms of their supervision because
of a misunderstanding about how the app functions, it could lead
to them being subjected to more stringent surveillance or being
detained. As computer science researchers, we seek to understand
migrants’ experiences with this compulsory surveillance technol-
ogy, what knowledge gaps or uncertainties they may have about
how these technologies function, and what role, if any, we can play
in this ecosystem to make immigration more just and equitable for
them.

To this end, we ask the following research questions:

RQ1: What are people’s experiences under ICE’s ATD program, par-
ticularly with using BI SmartLINK?

RQ2: What are people’s questions about the functionality of BI
SmartLINK?

RQ3: What are people’s recommendations regarding BI SmartLINK
for developers, researchers, and policymakers?

To answer these questions, we conducted a semi-structured,
qualitative interview study with immigrant rights advocates (n=9;
see Section 3.6 for a discussion of sample size and recruiting)
that currently support or have supported people monitored by BI
SmartLINK. These advocates—some of whom have personal experi-
ence with the U.S. immigration system—have collectively supported
thousands of migrants under ATD over their careers and can offer
unique and valuable insight into migrants’ experiences with the
surveillance technologies they’ve been required to use. We asked
them about their perceptions of the app, how people have described
their experiences with the app, and the questions that they have
heard from people that they have supported.

Our results highlight the power imbalance between the migrants
and the people surveilling them, the negative impacts of the tech
on migrants, and participants’ questions about app functionality
(arising from a lack of transparency regarding its behavior). More-
over, participants shared higher-level reflections about the pitfalls of
viewing increased surveillance as a reform and provided recommen-
dations across the ecosystem, from app developers to policymakers.
Our findings regarding the harms experienced by migrants lead us
to believe that BI SmartLINK should not be used, and these harms
cannot be stopped by attempting to improve the app or its design.
However, our findings point to potential intervention opportunities
for technologists to address transparency around the functionality
of BI SmartLINK to support migrants and inform future policy
decisions regarding its deployment.

2 Background and Related Work
2.1 ATD, ISAP, BI SmartLINK, and critiques
ICE’s Alternatives to Detention (ATD) program includes the In-
tensive Supervision Appearance Program (ISAP). ICE promotes
ISAP as a method for reducing absconsion (i.e., fleeing or not at-
tending) from immigration court hearings [56]. According to ICE
data, 95% of people under electronic monitoring attended their fi-
nal immigration hearings, compared to 83% of migrants generally
(based on a research report on immigration cases between 2008
and 2018) [27, 54]. This data might suggest that electronic mon-
itoring is an effective tool for preventing absconsion. However,
the same report found that 96% of migrants who were represented
by lawyers attended all immigration hearings, suggesting that a
variety of factors are at play. Moreover, a 2022 report from the
U.S. Government Accountability Office (GAO) indicated that ICE
presents inaccurate, misleadingly-positive numbers regarding com-
pliance rates and recommends that ICE develops better ways of
assessing program performance and provide more oversight of its
ATD contractor (BI, Inc.) [55].

Several immigrant rights organizations have previously investi-
gated ICE’s surveillance practices [12, 13, 34]. In April 2022 three
organizations (Just Futures Law, Mijente Support Committee, and
Community Justice Exchange) sued ICE for failing to comply with
a September 2021 public records request regarding documents on
ICE’s use of BI SmartLINK [1, 2, 9]. After ICE was compelled to
comply with their request, these organizations jointly published a
report [34] disclosing their findings. Regarding accuracy of public
information, they found that the documents contained information
that contradicted claims made by ICE and its parent agency, the
Department of Homeland Security (DHS). For example, DHS’ Pri-
vacy Impact Assessment (PIA) [5], ICE’s FAQ [56], and the “ISAP
BI SmartLINK Agreement” obtained in the public records request
all differ regarding when location data is collected from mobile
devices. The report also highlights the role of BI (a government con-
tractor) in making decisions about how migrants are surveilled and
how BI is also contractually responsible for helping ICE manage
negative publicity regarding ISAP and its usage of BI SmartLINK.
Strikingly, the report exposes how ICE conducted a pilot study
with BI SmartLINK in 2016, found that 56% of facial recognition
check-ins failed, yet decided to continue promoting its usage. It
should be noted that ICE currently claims that its facial recognition
system has an accuracy of 98.5% and has undergone an independent
evaluation [56]. Lastly, according the report “in 2017, BI reported
that the ‘pass rate’ for SmartLINK voice biometrics was 75% and
that the factors that contribute to the low pass rate ‘are not subject
to improvement.’ ” In Section 5, we reflect on how the lack of public
information and the contradictory nature of this information may
increase confusion among migrants and their advocates.

2.2 Borders, technologists, and power
Mahmoudi’s book “Migrants in the Digital Periphery” highlights
the blurring line between borders and border subjects, as biometrics,
surveillance, and datafication place the border upon the bodies of
the subjects [37]. This foreshadows our findings in Section 4.1.2
that migrants who are not in ATD may not want to live or socialize
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with those under ATD. In a way, those under ATD carry the border
(and its corresponding harms) with them.

Work by Chelsea Barbaras highlights the potential for technolo-
gists to play an active role in resisting power abuses exacerbated by
technology through “refusal as resistance” [17]. Due to the high de-
mand for technical skills and the privileging of technical knowledge
over other ways of knowing, technologists are in “a powerful posi-
tion to negotiate and challenge the underlying theories of change
associated with a given data project.” Barbaras outlines 3 common
missteps that technologists take when investigating carceral tech-
nologies: “(1) ‘proving’ harm, (2) adopting deficiency narratives
and (3) optimizing harmful systems.” The consequences of “op-
timizing harmful systems” also arise in Ben Green’s work [28],
which discusses how technologists who intend to do social good
often fall short, in part because they often (wrongly) assume that
technology-centric gradual reform is the way to achieve social good.
We describe our approach to ensuring that we avoid these common
pitfalls in Section 5.3.

2.3 Related work
Guberek et al. conducted an interview study with undocumented
people in the U.S. and asked them about their technology use,
risk perceptions, and protective strategies [29]. While none of the
participants described being monitored under ISAP (which had not
yet been launched when the interviews were conducted in 2017),
they described a general fear of surveillance and a perception that
ICEwas constantly monitoring their online activity, mirroring work
study the security & privacy needs of refugees [51].

BI SmartLINKwas one of several of electronic monitoring smart-
phone apps from a variety of domains (e.g., probation, parole, pre-
trial release) studied by Owens et al. [43]. Based on Google Play
reviews for the apps, people described the apps as invasive and
said they frequently malfunctioned, consistent with our interview
findings in this paper. Additionally, Austin Kocher wrote about
how another app (CBP One) was imposed on migrants applying for
asylum at the U.S.-Mexico border [36]. CBP One digitizes several
forms required for entering the U.S. at a port of entry, tracks the
location of migrants’ phone, and uses facial recognition for iden-
tity verification. Kocher argued that while this app is marketed as
streamlining the administrative process of applying for asylum, it
actually introduces digital barriers for asylum seekers, both in its
proper function and as a result of “glitches.” 2

3 Methods
3.1 Author positionality
We are five computer security & privacy researchers trained in qual-
itative methods, and we have all done research on the security &
privacy needs of marginalized populations. Some of us have studied
carceral surveillance inside prisons and after people are released
from prisons, and its impact on those monitored and their families.
Consequently, when we observe power imbalances that are exacer-
bated by technology, we tend to focus our efforts on understanding
and mitigating harm or risks to those most vulnerable.
2Shortly after President Donald Trump was sworn into office on January 20, 2025, it
was announced that CBP One would no longer be able to schedule appointments, and
all existing future appointments were cancelled [10].

While one of us immigrated to the U.S. as a child and is now
a naturalized citizen, none of us have ever been undocumented
in the U.S. or had any interaction with Immigration and Customs
Enforcement. Due to our lack of personal connection or experience
with migrants the U.S. immigration system, there may be questions
or context that we did not consider when designing our interview
protocol. We also acknowledge that computer scientists often at-
tempt to do work that they deem “social good” without adequately
engaging with the social context in which relevant social issues
arise or considering the negative impacts of their work. While we
attempted to be thoughtful and thorough in this work’s framing,
research questions, and methods, we acknowledge that this may
still be insufficient.

3.2 Recruitment
To recruit participants we used a variety of methods. We directly
contacted local and national immigrant rights organizations to
schedule interviews with their staff; some organizations shared our
study on national email lists for immigrant rights advocates. We
reached out to universities’ immigration law clinics. We leveraged
snowball sampling [46], allowing people we recruited to connect us
with other potential participants. We also made study recruitment
fliers and shared digital copies on social media and physical copies
in-person at local non-profits.

All participants took a screening survey that asked demographic
and contact information and verified that they met our inclusion
criteria: that they were immigrant rights advocates who supported
people monitored by BI SmartLINK. Four participants in our study
were attorneys, and five were community organizers. Three partici-
pants were formerly undocumented, and another participant was
formerly enrolled in ATD. A majority of participants (6/9) were
women, and participants fell into three age ranges: 25-34 (1), 35-44
(7), and 55-64 (1). Several were bilingual in English and Spanish.
Collectively they supported thousands of migrants over their ca-
reers.

3.3 Ethical considerations
We considered interviewing migrants currently or recently moni-
tored by BI SmartLINK directly and decided that the potential risks
to participants were significant. Multiple news reports indicate ICE
has targeted migrants who publicly criticize its policies for expe-
dited removal [3, 22, 33, 45]. Following guidance from Bellini et al.
on conducting research with at-risk populations [19], we instead
chose to interview proxies, namely, immigrant rights advocates that
have supported numerous people monitored by BI SmartLINK. We
sent a draft of our paper to participants to solicit their feedback.

Our study was deemed exempt by our institution’s human sub-
jects research review board. We walked through an informed con-
sent document with participants and answered any questions they
had before beginning the interview. As the nature of the study
might lead participants to mention identifying information about
other people, we asked them to use pseudonyms for other people
and removed any mentions of people from the interview transcripts.
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3.4 Interview protocol
All interviews were conducted remotely (between July 2024 and
January 2025) and audio-recorded (with participants’ consent). We
transcribed the interviews using an automated tool [42] that kept
audio-recordings and their transcripts stored on our local machine.
The interviews lasted an average of 48 minutes (not including
the time spent reviewing the consent form), and we compensated
participants with a $35 USD VISA gift card that was mailed to them.

We began the interviews with rapport-building questions to help
participants feel comfortable. We then prompted participants for
any questions they have or the people they have supported have
had regarding BI SmartLINK and informed them that we would
prompt them again at the end of the interview. We then asked
several specific questions about the people they have supported;
for example, we asked participants, to best of their knowledge, how
people start and stop using BI SmartLINK and how people use BI
SmartLINK. We asked participants about what they have heard
about people’s experiences using BI SmartLINK and if they have
concerns about people using the app. We closed the interviews by
asking participants about feedback that they would give to the apps’
developers and about their suggestions for what researchers should
focus on. The full interview protocol is available in Appendix A.

3.5 Data analysis
Our qualitative analysis involved inductive and deductive coding.
One researcher created an initial codebook based on the first three
interviews. Two researchers then independently coded the fourth
interview. Lastly, they discussed their coding of the fourth interview
and the codebook until they reached consensus on themes and
codes, creating several addition codes and consolidating others. The
researchers separately coded the remaining interviews, iteratively
discussing and updating the codebook as necessary. We include the
full codebook in Appendix B.

3.6 Limitations
In Section 3.2 we outlined multiple recruiting techniques we em-
ployed; nevertheless, we struggled with recruitment. We leveraged
personal contacts within immigrant rights organizations for re-
cruitment. After six months of recruiting efforts, we had nine par-
ticipants in our study. In three instances, participants suggested
that we reach out to other people that we had already interviewed.
When we asked participants what we could do to recruit more
(such as increasing pay, reducing the duration of the interview,
changing our messaging in the recruitment blurb), they shared that
people might have concerns about the motivation for the work and
concerns that the research would harm migrants. One participant
mentioned how they signed up for the study initially but almost
did not participate because they were worried that our research
would be used to further entrench surveillance in the immigration
system. Despite our low number of participants, we reached sat-
uration for our interview protocol, as no new themes emerged in
the last several interviews. The average sample size at ACM CHI (a
top venue for human-computer interaction research) is 12, and 20%
of papers had a sample size of 10 or less [23]. While we hoped to

recruit more participants, we are cognizant of avoiding the “thresh-
old myth” [16]: that there is some fixed threshold for participants
after which a study becomes valid.

We recruiting advocates to participate in our study instead of
migrants. This decision may skew our results, as interviewing ad-
vocates is fundamentally different from interviewing migrants. We
cannot expect our results to comprehensively capture the lived
experiences of migrants under ATD. Relatedly, advocates goals (e.g.,
comprehensive reform of the U.S. immigration system) may not be
identical to migrants’ (e.g., avoiding imminent deportation), and
this discrepancy may affect our results in ways that we are unable
to perceive. That said, advocates’ broad experience with a large
and diverse set of migrants is uniquely valuable, particularly as we
attempt to solicit questions.

4 Results
4.1 Experiences with ATD (RQ1)
While we began our study with intention of focusing on migrants’
experiences with BI SmartLINK, we found that several of them
used the app simultaneously or immediately after being required
to use an ankle monitor. Consequently, in this section we describe
migrants’ experiences with surveillance technology broadly under
ATD rather than only with BI SmartLINK. Where appropriate and
relevant, we highlight the differences between people’s experiences
with the app versus ankle monitors.

4.1.1 (Abuses of) power imbalances. ICE officials and BI staff (re-
ferred to as “case specialists”) hold significant power over migrants,
including controlling where they can travel, when they have to be
at home, which technology is used to surveil them, and whether
they are detained in a facility. Conversely, migrants, who are fight-
ing removal proceedings from the U.S., often cannot legally work
and experience multiple forms of precarity in their daily lives. This
deep power imbalance was highlighted by participants in our study,
particularly regarding abuse by officials, a lack of accountabilty for
improper behavior, and the role of case specialists.

Our participants describe how migrants they supported
experienced power abuses when interacting with their BI
case specialists. These abuses of power included lying to migrants
about how long they would be in ATD and the steps they would
have to take to be removed from ATD (internally referred to by BI
as “graduating” from ATD). P7 describes how case specialists have
lied to migrants in the past:

I know they’ve lied. I know they’ve lied quite a bit. So
at first, like with the ankle monitors, [migrants I’ve
supported] were told, you know, you have to be on
it for like, six months or a certain amount of period.
And then . . . they return at that . . . six month mark.
And then it’s just like, an excuse, ‘because of this or
that we’re not going to remove it.’

P3 similarly notes that “your case manager might . . . intimate like,
you know, [if] you follow the rules, [if] you show up for your hearing,
maybe like in six months we’ll get you off. But like that’s just their
word. It’s not like you have a piece of paper that you can hold you
can hold on to.” Additionally, migrants described how they were
threatened by their case specialists with more technology-based
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surveillance (e.g., getting an ankle monitor put back on after getting
it removed) or detention. As P8 recalled: “I’ve heard reports of just
like . . . really intense threats of, you know, ‘If you don’t do this’ . . . if
someone’s complaining about whatever technology they’re on, it’s like
‘well, if you don’t do this, we’ll take you back to jail, to ICE detention.’”

Additionally, participants described the apparent lack of
accountability of ICE and BI officials for bad or negligent
behavior. ICE’s website states that its best practice is “to perform
compliance reviews every 30 days a participant is enrolled in the
ATD ISAP program” to ensure that migrants have “the most appro-
priate form of case management and supervision” [56]; according
to participants in our study, this is not reflected in practice. As P5
states: “It says that their recommended best practice is to review the
case of each person on ISAP every 30 days to make a determination
case by case using all the factors about whether they merit being
graduated out of the program, terminated from the program. But that
doesn’t shed much light into what actually happens.” Migrants may
wait for months or years before being unenrolled from ATD either
through advocacy by community organization or self-advocacy:
“there’s also like clearly a lack of administrative . . . review processes
to really evaluate what level of surveillance an individual should
experience. Like it really seems like it’s just template all of the [same]
things for everybody . . . until you complain enough and you come off
of certain parts of that surveillance cocktail” (P7). P8 shared a theory
regarding why these reviews and de-escalation of surveillance do
not happen as frequently as they should: “For the people that are
compliant, it’s pretty rare to see ICE affirmatively following its own
policies and affirmatively taking people off of this tech. And I think
that there’s probably some incentives for ICE to keep people on this
technology.”

In a structural sense, ICE and DHS displayed a lack of account-
abilty by failing to release a Privacy Impact Assessment (PIA) for
ATD (as required by Section 208 of the E-Government Act [4]) until
April 2023—almost two decades after the program started in 2004.
This is something that advocates have requested for years, but only
got recently, and it is unclear if there were any consequences for
such a delay. As P3 points out “you know that the privacy impact
assessment for this program; they operated it for like close to 20 years
without one.”

ICE claims that it provides “case management” for mi-
grants, but participants pointed out how different what BI
case specialists actually do is from case management. Accord-
ing to ICE, a goal of ATD is to “provide important case management
services for non-detained noncitizens” [56], which implies that case
specialists (sometimes referred to as case managers) administer
these services. Participants described how case specialists are more
akin to a parole or probation officer than a case manager; for exam-
ple, P8 stated:

I think that the case manager term is something that’s
been brought over from social work and is seems
to me deliberately confusing or ambiguous . . .These
are not social service agencies. This is a for-profit,
carceral corporation and its primary function is to
surveil and coerce the people that are under its control.
I think that most of the interactions with these case
managers is more like something that I imagine is

akin to interfacing with a probation officer. They’re
not there to help you, they’re there to make sure that
you’re doing what you’re told to do.

ICE says that case specialists offer community referrals for different
resources (e.g., food, housing, health) to migrants [56], but P3 says
“The reality is they give people like a piece of paper that says like ‘call
this number for a food pantry.’ That’s not case management.”

Migrants’ relationship with their case specialist can be compli-
cated, as it can feel like (perhaps accurately) their freedom from
detention or unenrollment from ATD may depend more on their
relationship with their case specialist rather than their own actions.
Their case specialist can recommend to ICE that they be unenrolled
from ATD, but they can also recommend detention. As P7 noted, it
can be challenging for migrants to manage this type of relationship:
But a lot of the time it’s a really difficult relationship to navigate in
which there are all these really weird power dynamics. And there’s a
lot of like having to appease your case manager and like keep [them]
happy. And there are a lot of, there’s a lot of verbal abuse and a lot of
threats that happen between those interactions.

4.1.2 (Negative) Impacts on people. Participants described how
both technical (e.g., BI SmartLINK or an ankle monitor) and non-
technical (e.g., home visits) aspects of being enrolled in ATD im-
pacted migrants’ lives.

The requirements of an ATD program can cost migrants
their jobs. Participants described how the demands of remote BI
SmartLINK check-ins have led to migrants losing employment. P7
explained that:

There’s also been a lot of loss of employment as a
result of SmartLINK because if they ask you to take a
picture on a Tuesday at two o’clock and you’re in an
assembly line at a factory, you can’t just leave. So a
lot of [my clients] have lost jobs because they don’t
have the kind of employment where they can excuse
themselves to go take a picture in the bathroom for
10 minutes. One [person] lost three jobs as a result of
it.

P7 described the impacts of having mandatory home visits that
are not at a specific time on a given day, requiring migrants to stay
home waiting for the case specialist to visit:

So a lot of people are losing, that’s five days a month
of employment for these surveillance requirements
when they also have SmartLINK or when they also
have an ankle monitor. So they have the GPS capa-
bility, but they’re also being forced to stay home and
lose an entire day’s worth of work.

Being monitored puts others in harms way, leading to
housing difficulties and alienation. Participants noted that their
clients often struggled to find housing, as surveillance of themselves
would mean the surveillance of those with whom they lived. P1
described how one of their clients lost housing because the other
(undocumented) housemates were “very worried that ICE would
come to the door.” P7 also described this, by explaining:

I know that with the ankle monitor, it has been hard
for some people to have a place to stay, especially
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if they’re staying with non-asylum seeking undoc-
umented families. The idea of bringing something
that’s connected to immigration that has GPS feels
scary and harmful.

Beyond housing, P5 described the general alienation clients ex-
perienced because they were “avoiding gathering with any friends
or family because they didn’t want to endanger their loved ones by
putting a target on their back so to speak.” These housing chal-
lenges reflect Mahmoudi’s observation that for migrants, surveil-
lance “practices of digital bordering go beyond material borders and
seep into the realm of the everyday” [37]. Because BI SmartLINK’s
surveillance practices is not dissimilar from those that happen at
borders, in a sense, by using the app migrants carry the border with
them and separate themselves from loved ones to protect them.

Being monitored impacts migrants’ mental and physical
health. Participants described how the instability, fear, pressure,
and stress while being monitored harmed their clients’ mental
health. P1 said that their clients live in a “great deal of just kind of
constant anxiety that they’re gonna get redetained or that they’re
gonna get deported.”

P7 said that “I think there’s always the looming threat of if you
don’t comply then we will physically detain you . . . I’ve heard of
someone having a panic attack and being forced into an ankle monitor.
That doesn’t sound like consent to me.”

P6 connected this fear and stress to the lack of transparency
about what data is actually being collected by the technology. They
describe how their clients “feel monitored all the time. The fact that
they don’t know exactly what the data is used for is very scary.” But the
pain is not just psychological, it can also be physical. P7 explained
how their client ‘‘developed really horrific medical symptoms, like
both psychological and physical as a result of the ankle monitor.”

Migrant might also experience stress as a result of officials’ mis-
takes and misleading advice. On an individual level, ICE officers and
case specialists sometimes are required to manually input informa-
tion about migrants, such as their address. When this information is
entered incorrectly and an alert is triggered (e.g., from being in a lo-
cation that is not known to be one’s home after a curfew), migrants
are the ones who are under stress and penalized, not the govern-
ment or its contractors. Regarding location P1 said: “I’ve heard of
instances where like the data gets entered kind of wrong somewhere.
So like, . . . they’re being told that they’re out of their region and they’re
not.”

Given that ICE and BI administer ATD, migrants might expect
that they have fairly accurate information regarding the immigra-
tion process and legal proceedings. However, some participants
described how migrant sometimes get bad or false legal advice.
P2 said, “ICE will tell them a lot of things that are not true . . . they
don’t know what they’re talking about. So they’ll give them legal
advice . . . They are, yeah, not to be trusted.”

Being monitored may impact access to healthcare. Not
only does being monitored negatively impact migrants’ mental and
physical health, but it may also impact their ability to get healthcare.
P1 explained that “you know I also really worry about [them] getting
health care like if you have a sick kid and you need to get them to the
hospital and it’s not in your 100 mile radius or it’s after your curfew. I

really worry that people might not be inclined to seek out emergency
care.”

Passports are confiscated. Participants described how mi-
grants’ passports are used as a bargaining chip. Supposedly, if a
migrant turns in their passport, they are unenrolled from ATD or
have an ankle monitor removed (while still being required to use BI
SmartLINK). However, as P7 articulated, “They’ll confiscate them
forever. And sometimes they’ll take the ankle monitor off. Sometimes
they don’t. And then they also leverage it as a threat. ‘If you don’t
bring me your passport from your home country, I will then have
to put an ankle monitor on you.”’ This threat is arguably as harm-
ful as the technology itself, as P7 concludes: How harmful is this
technology, but also how harmful is just the threat of this technol-
ogy?” P8 explained how this was likely desirable for immigration
officials because it makes for an easier deportation. Unfortunately,
passports may also be migrants’ sole valid form of ID: “For ICE to
have a valid passport for someone is from their perspective like one
step closer to being able to like actually remove someone . . . [and if]
they’re undocumented, for example, North Carolina passed a law a
while ago where you can’t use other forms of ID. Your foreign passport
is your only legally valid form of ID for school registration, notarizing
documents, stuff like that.”

Monitoring opens migrants up to other surveillance. Par-
ticipants described how BI SmartLINK changes migrants’ typical
privacy behaviors, because they have to allow for the monitoring.
P5 explained how their clients were forced to keep location services
turned on at all times:

Well, I’ve heard that people have not been able to
switch off their location settings . . . I’ve heard at least
one person say that when they tried to disable the
location services on their device . . . they were con-
tacted by BI and, you know, told they needed to stay
on location services at all times.

The monitoring technologies have usability problems
with significant consequences. Participants described problems
with BI SmartLINK’s facial recognition software used to confirm
the identity of a migrant during a remote check-in. P1 explained
that it was common: “When they try to do the selfies for the facial
recognition . . . the phone doesn’t accept them.” P8 also described how
“the facial recognition technology has been reported to be worse and
less accurate in terms of recognizing folks of darker skin tones.”

Participants also mentioned frequent hardware problems with
the ankle monitors. P5 described how “They were running into all
kinds of battery failures with their ankle monitors, because they had
the interval for location tracking set to continuous, and that would
constantly ping the device and drain the battery and their batteries
were crappy.”

Having to use BI SmartLINK can create problems for many
migrants who are low literacy or speak languages not supported
by the app. P8 described how “It doesn’t support more than three or
four languages, I think. It doesn’t, of course, account for people that
have limited literacy or no literacy.”

Another purported function of the app is to remind migrants of
upcoming appointments and court dates, but participants described
how siloed, and often wrong, this data is. P1 explained that:
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The app doesn’t tell you about your [immigration]
hearing dates and so . . . as a migrant you think you’re
[good] checking in on the app. You’re going to your
[in-person] reporting requirements . . .But then the
actual immigration court hearing dates that are the
most important dates of all, they don’t tell you. And
they change all the time.

Altogether, these problems cause great stress. These usability
problems carry tremendous weight because technology failure can
lead to the detention of a migrant who is accused of not being avail-
able or present for a check-in. P1 summarized this by describing:

I’ve worked with clients who are having to . . . leave a
meeting, an important meeting with me, because they
got to go deal with the check-in and then it doesn’t
work and then they’re freaked out because they think
they’re about to get arrested. And I mean it’s . . . like all
the time, you know, you’re worried about this stupid
app.

4.1.3 ATD’s promises fall short in practice. Participants described
how their perspectives regarding the potential positive impacts of
ATD have changed over time.

Advocates originally supported ATD because they thought
it would genuinely be an alternative to detention. P3 explains:

We all kind of bought into it too right. Like if you look
at some of my organizations and other organizations
in the early 2000’s, we supported the ATD program.
We wanted funding for the ATD program. We really
thought it would be the way to get rid of detention
but now . . . it’s become pretty apparent that like we
kind of have to start from scratch.

ATD is not a real alternative. Despite initial optimism, par-
ticipants now believe that the Alternatives to Detention program
is not a true alternative to detention, but rather “digital detention”
(P6).

In addition to possibly being “put back in detention anytime”, P6
also explained how the expectation of ATD replacing detention or
being the precursor to freedom is misleading. They describe:

Again, a lot of people think that it’s a trajectory
[where] you go from physical detention to an-
kle bracelets to phone app, and then [no deten-
tion] . . . [T]he actual trajectory is that you go to the
court. This is all for making sure that you comply with
court orders to appear, and then you’re able to be de-
ported. But I think the way that it’s talked about, it’s
called alternatives to detention, they’ll often say that
it’s a way to keep the community with the commu-
nity. It’s just being kind of like, oh, it’s a humanitarian
solution. But there’s I think lots of intentional misin-
formation about how it ends for people.

This sentiment echoes work by Sarah Sherman-Stokes: rather
than being a real “alternative to detention,” surveillance technolo-
gies adminstered by ATD create “[d]igital cages, masquerading as
a more palatable version of enforcement and surveillance, [which]
create devastating harms that are hidden in plain sight, while dup-
ing us into thinking of these measures as more humane” [50].

P9 described how the technology is “a way to control and contain
and in some ways I think SmartLINK . . . I do think it’s a way to
kill people,” particularly because the technology can facilitate and
increase the efficiency of deportation, which means many migrants
will be forced to return to the violence that they fled.

ATD has expanded beyond its stated goals. Participants de-
scribed how ATD has become the default for all migrants and not
only those whomeet certain restrictions. P3 describes the expansion
of the program: “The numbers that we see now for the ATD program
are huge compared to what it used to be in the early 2000s. The clients
that I saw that had it, it was not the norm across all of them.” They
additionally report that, unlike today when being released from
physical detention likely results in electronic monitoring, “when I
was practicing 10 years ago, it was not unusual for somebody to be
released from government custody without any restrictions.” P6 also
describes the expansion of ATD, particularly during COVID. They
explain:

During COVID, ATD went up, especially because we
shut down three of the four detention centers in [my
state]. And especially during COVID, the ATD num-
bers went up like 274%. And my sense has been that
ATD has brought more women under surveillance,
that has been one of the big outcomes.

Although ATD’s stated purpose is about increasing compliance
for court requirements, participants felt that this is no longer — or
was never — the case in practice. P1 expressed that:

It’s not actually about making sure that people appear
for all their hearings because in the vast majority of
cases they have [ankle monitors and other technol-
ogy] taken off at some point before their final hearing
. . . [which is the] period when you’d want to make
sure that they’re actually going to come to their hear-
ing and that if they get ordered deported that they’re
locatable and all of that. But that’s not the way it
works.

P8 also described how, if compliance was truly the purpose of the
program, there are much more effective, less harmful, solutions.
They explain:

There are studies that document that providing legal
representation to people is at least if not more effec-
tive in making sure that they comply with going to
every court day and complying with the law. There
are other alternatives looking at community-based
case management programs with actual social service
agencies that would help stabilize folks who have re-
cently arrived or who are coming out of [detention]
providing actual resources. Those are the things that
help people do what they have to do under the law.

ATD actually hurts compliance. Despite the stated goals of
increasing compliance, participants described how the current ATD
conditions actuallywork against this goal. P3 described how: “people
just get fed up and they cut off the ankle monitor or they get rid of the
app because it’s so onerous”. P9 described how following the rules
is an undesirable path because it opens you up to further tracking,
surveillance, and subjugation. They explained that “The more you
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do that stuff, the more they’re getting information on you . . . but
that’s also the route toward securing asylum. So it’s this very tricky
thing because on the one hand you want to follow the ISAP rules
because . . . you’re trying to just be perfect.”

They further explained how the trauma and violence experi-
enced in detention after a legal border crossing encourages a self-
preservation instinct to cross illegally and avoid experiencing that
harms of further surveillance. P9 describes:

You know people tend to think about undocumented
people and they tend to think about crossing the bor-
der and the dangers of the desert and all that. Going
through a legal route to request asylum at a port of
entry, doing everything right, unfortunately is more
life-threatening, I think . . . I’ve never met anyone ac-
tually who’s gone through the detention experience
of the border without experiencing some form of tor-
ture. Either through being put into what they call an
‘ice box’ which is a very cold room like 50 degrees
or . . . having . . . very bright lights on all the time, 24/7.
Not being given access to to medical care . . . physically
assaulted, sexually assaulted . . . Being separated from
their children or spouses is common, being humiliated
is common by the guards. And then when people are
released they’re released with a tracking device, well
now they know where you are. And if you’re undocu-
mented and you cross the border [secretely] . . . they
don’t know where you are.

While this sentiment from P9 describes how people experience psy-
chological and physical torture [14] while in ICE detention, scholars
have outlined how carceral surveillance technologies (including
electronic monitoring apps like BI SmartLINK) extend psycholog-
ical torture outside of carceral spaces into other places, such as
migrants’ homes. [39, 47, 52].

DHS is moving towards a future where no one is unmoni-
tored. Participants predicted that this surveillance will likely grow
to surveil everyone who comes through government custody. P7
expressed that: “I think that these types of technologies will prob-
ably just increase over time and I’m really concerned about where
we’re heading.” P3 likewise stated: “DHS . . . is working towards a
place where nobody is released without any sort, like everyone re-
leased from government custody is going to be subject to some level of
supervision.”

4.2 Questions about BI SmartLINK (RQ2)
We explicitly asked participants if they had any questions or ar-
eas where they would like clarification regarding BI SmartLINK
and its behavior or functionality. These questions or knowledge
gaps regarding BI SmartLINK have an impact on migrants’ lived
experiences when interacting with this technology. The below re-
sults highlight potential opportunities for researchers to technically
investigate the answers to these questions and offer increased trans-
parency for migrants and their advocates.

The most prevalent question, raised by every participant,
was about the nature of location tracking: “I am obsessed with
figuring out the extent to which the Smart Link app can continuously
track the geolocation of individuals” (P5). On ICE’s FAQ page for

ATD [56], it states that “BI SmartLINK® is not capable of persistent
tracking when loaded on a participant provided device,” and that
while it is possible on BI-provided phones, ICE does not use this
capability. Participants were aware that ICE says that it only tracks
migrants’ location while they are actively using the app. However,
based on anecdotal experiences and news exposés, participants
questioned if this was true. P3 said: ICE says that they only track
someone’s location when the app is being used but . . . I keep hearing
from individuals who . . . they’ve received phone calls from their case
manager from the ICE officer in charge of their case asking them like,
why they were at a place, at a certain place. And clearly the only way
they could have figured that out is that they were tracking . . . them
on their phone.

Participants also asked questions about BI SmartLINK’s
behavior regarding data collection, sharing, use, retention,
and storage. A prevalent question was about the app’s ability to
collect other, non-location information from a migrant’s smart-
phone such as their contacts, stored photos, or activity on other
apps. Participants were unsure about the potential scope of data
collection and wanted to understand what was possible. For exam-
ple, P4 asked “what is the data being collected from your ability to
track me and . . .what are you accessing on my phone that I’m not
aware of?” Participants’ questions regarding data sharing & use
highlighted concerns about data being shared outside of ICE and
that data being used to detain not only people monitored by BI
SmartLINK but others around them.

I think that there’s reasons to be concerned about
what ICE would do with that data, not just under
[the Biden] administration, but under especially a
more overtly hostile anti-immigrant administration. I
would not be surprised to see similar kinds of raids to
what occurred in 2019 in Mississippi.3 I mean, Trump
is promising mass deportations and this data would
help ICE in a very granular way locate not just these
people, but of course these folks are embedded in
communities with lots of other immigrants, lots of
other mixed status families. And so it would bring
ICE to their doors pretty quickly. So, yeah, what is
ICE doing with the data? (P8)

Some other questions were about where collected data was being
stored, how long it was retained after someone is unenrolled from
ATD, and whether their data was shared with third-parties and
private companies. These questions highlight participants’ concern
about “function creep” [21]—when data originally collected for one
purpose is used for another—and the ways that data collected about
them might be used to harm migrants and those around them.

Participants also raised non-technical questions on topics beyond
the app’s behavior. They asked about the legality of passports being
collected in exchange for changing the technology used to monitor
migrants (Section 4.1.2) and the legal limits of BI SmartLINK’s
data collection practices. There were several questions regarding
ICE’s administrative decisions or policies, or why certain people
have multiple surveillance mechanisms (e.g., ankle monitor and BI
3ICE conducted the largest workplace immigration raid ever in a single state. Seven
food plants were raided, and 680 people were arrested. Unsealed court documents
revealed these locations were chosen, in part, based on ankle monitor location data [32,
49].

894



Understanding experiences with compulsory immigration surveillance in the U.S. FAccT ’25, June 23–26, 2025, Athens, Greece

SmartLINK) on them at once. One participant wanted to understand
the prevalence and frequency of home visits under ATD. Another
participant wanted to understand why some people use BI-provided
phones and why others do not.

The answers to these questions have important implications for
migrants’ safety and human rights. If migrants believe they are
not being tracked when they are, they may increase risk to other
migrants with whom they interact (e.g., by going to a previously-
unknown gathering place). Moreover, depending on which data
are collected, BI SmartLINK could be violating migrants’ privacy
rights. Although courts in the U.S. have found that certain classes
of undocumented immigrants can be denied Fourth Amendment
rights (i.e., against unreasonable search and seizure) [41], courts in
the EU have found attempts to exclude undocumented immigrants
from the General Data Protection Regulation (GDPR) [11] to be
unlawful.

4.3 Recommendations from immigration rights
advocates (RQ3)

In our interviews, participants provided recommendations for de-
velopers, researchers, and policymakers, regarding how to improve
the state of ATD technology use.

4.3.1 Recommendations for developers. When we asked our par-
ticipants if they have any feedback for the developers of the app,
every participant said a variant of what P6 succinctly recommended:
“destroy it”. P4 asked,“can you just get rid of it?”. P7 expressed that
“these apps are a form of social control and they should not exist”. P2
noted how “there’s all these super like talented, smart people that
again use their skills for evil”, and P8 said:

Just don’t [make it]. Yeah, I don’t want this technology
to exist. I don’t think that it’s necessary. I don’t think
that it’s helpful. I think that it is used to extend ICE’s
reach into people’s lives, into the lives of immigrant
communities and to put a gentler face on government
surveillance and control of people.

P6 expanded on how the original use case for the technology in-
forms its use today:

I don’t think people need to be tracked. As far as I
know, the app, BI actually developed it as to like track
the movement of cattle first. 4 And in some ways
that says it all . . . you know, [the United States is] a
place built on people’s enslavement, enslaved labor
and theft and genocide. So it’s the same thing. It’s like
people just . . . track cattle. Are you using it to track
migrants? What does this say?

Short of abolishing the app and the technology, P3 suggested
that the app should at the very least improve clarity about their data
collection practices (“more transparency over the geo-monitoring and
what they can listen in on” ) in addition to adding a support line
for technical problems: “the app needs to have a better technical

4According to a 2022 press release, BI’s “founders used Radio Frequency (RF) technology
to create a feed management system for dairy farmers to increase milk production . . . In
1977, Judge Jack Love of Albuquerque, New Mexico, read a comic book about a villain
that used an EM device to track Spider-Man . . . in 1982 he worked with National
Incarceration Monitor and Control Services (NIMCOS) to develop an EM prototype.
BI acquired NIMCOS in 1984, and the EM industry was born.”

assistance line because people end up having like nightmares that
they’re about to be hauled off into immigration detention jail because
they can’t upload [photos to] their phone and there’s no like 800
number you can call to quickly get assistance with technical issues.”

4.3.2 Recommendations for researchers. Participants recom-
mended that researchers focus attention on projects for social
good. P2 encouraged researchers to “support things like mutual aid,
collective action, you know, organizing, in general”, P1 explained
that “we need some real studies of what the mental health impacts
are of this kind of monitoring because I think they’re real”, and P2
& P7 recommended researchers study how carceral technologies
function and extend surveillance: “[Researchers should study] the
way these technologies function and . . . the way the government or
private companies are using them to increase surveillance” (P2) and
“. . . these technologies are incredibly harmful and it just seems like the
advocates who are exposed to it the most also don’t have the time
or necessarily the expertise to figure out how to support the, like the
fight against surveillance. So it’s like, it’s an issue that just like a
handful of people end up really spending time on” (P7).

4.3.3 Recommendations for policymakers. The recommendations
for policymakers echo those for developers. P1 expressed “I don’t
think we should be using it at all”, and P4 explains how “One, I
don’t think anybody should be placed on any kind of surveillance or
monitoring. Two, I just, there’s no reason for it. It’s, you know, even
the rates of like, what they call absconders who, you know, abandon
the app and just, you know, go freely, it’s so low”. If these policies do
continue, participants mentioned reforms like standard timelines
for reviewing cases: “that’s one of the key problems with the program
now and that is why I believe strongly that the program should have
designated benchmarks in which people’s cases . . . they know their
case will be reviewed.” and furthermore, to reduce high caseloads by
lowering the number of people on ATD as opposed to hiring more
ICE officers: “I think it’s like one officer for every like 600 cases. 5

They’re not doing the regular reviews now, I personally don’t think
the solution is they should hire more ICE officers. The solution should
be . . .much more limited in who you desire to enroll in this level
of supervision instead of just giving it to anybody because they are
standing in front of you.” (P3). P1 echos this sentiment, the ATD
should only be applied to the most serious of cases, and not be
default: “if we are going to use it only in truly serious cases where
there is an actual flight risk where the person will really be otherwise
detained, then I’d be willing.”

5 Discussion
5.1 Opacity by design
Migrants enrolled in ATD lack transparency into multiple aspects
of their surveillance, including how long they’ll be monitored,
why they received a specific technology assignment, how they
can ‘deescalate’ their monitoring to a different option, how they
can be unenrolled from ATD, what the thresholds are for behavior
that could result in detainment, and the technical behavior of the
technology that monitors them. This opacity, combined with the
discretion given to BI employees, facilitates perpetual stress and
insecurity regarding migrants’ futures and freedom, independent
5According to ICE’s website, the caseload is 1:125 [56].
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of the already stressful nature of their pending immigration re-
moval proceedings. Unfortunately, this lack of transparency does
not seem to be the type that can be resolved by better user education
(as academic researchers often call for). As we discuss in Section 2,
ICE’s internal documents and public statements regarding their
practices or how technology functions are contradictory. It is hard
for migrants under ATD to make informed decision regarding their
behavior while being surveilled when there is not a stable ground
truth to inform these decisions.

5.2 Electronic monitoring of migrants
Like others under electronic monitoring, migrants bear the men-
tal toll of surveillance and how it “transforms the most private
spheres of life—our bodies, homes and families—into highly reg-
ulated carceral spaces” [31]. Migrants exist in a precarious situa-
tion in which their ability to live, work, and experience commu-
nity is restricted before they are even coerced to use technologies
like BI SmartLINK. For migrants who continue to be forced to
use BI SmartLINK despite complying with everything they are
told they need to do to be removed from ATD, it can feel like the
surveillance itself is a form of punishment [57].

It is important to acknowledge that while the risks (or the threat
model [7]) for migrants is similar to U.S. citizens under electronic
monitoring [15, 43, 57], they are distinct in important ways. For
example, if someone under electronic monitoring (e.g., via a smart-
phone app [43]) as a condition of pre-trial release [40] violates a
condition of their release (as determined by the app), they might
be put in jail/detention, similar to a migrant. And like a migrant,
the person on pre-trial release has a pending legal case (in this
example it is a criminal case instead of a civil immigration one), the
outcome of which they will still be subject to, even if they use the
surveillance app perfectly. One difference arises when the legal pro-
ceedings are resolved. The citizen on pre-trial release will, at worst,
be incarcerated. The migrant is at risk of deportation. Moreover,
the app that the migrant used (“perfectly” in this example) may be
used to facilitate their own detention and deportation. Lastly, BI
SmartLINK introduces risks (namely detention and deportation)
to other migrants that may be around the person monitored in
ways that the pre-trial release electronic monitoring app does not.
While efforts to challenge the use of carceral technologies in these
different contexts are related (e.g., BI SmartLINK is advertised as
a general electronic monitoring tool for a variety of domains [6]),
the use of technologies like BI SmartLINK distinctly exacerbate
the marginalization of migrants.

5.3 The role of technologists
Barbaras [17] outlines common mistakes that technologists make
when investigating carceral technologies: “(1) ‘proving’ harm, (2)
adopting deficiency narratives and (3) optimizing harmful systems.”
In our work, we attempt to avoid these mistakes. We do not try to
quantitatively prove harm but rather engage with advocates who
understand and can relay the minutiae of harms based on their
vast experience supporting migrants. Rather than focusing on the
shortcomings of migrants and helping them cope, we focus on the
existing power imbalance in the U.S. immigration system and how
technology exacerbates it.

Researchers may be tempted to assume the failures of BI
SmartLINK and technologies like it are questions of implementation,
and that its problems are “resolvable through changes to input data
and deployment” [35]. We do not aim to improve the functionality,
performance, or even privacy within BI SmartLINK. In line with
prior work that considers the ethics of conducting usability test-
ing on tools for oppressing undocumented people [18], rather than
seeking to improve the functionality or efficiency of BI SmartLINK,
we focused on understanding the questions of people monitored by
the app with the goal of eventually increasing transparency around
its behavior. We have determined that the app can cause harm and
seek to promote opportunities for technologists to help migrants
and their advocates that are not “reformist reforms” [28] that “limit
their objectives to the maintenance and practicality of the current
system” [44].

5.4 The limits of reports
In its July 2022 report on ATD [55], the Government Accountability
Office (GAO) called for more oversight of BI by ICE and for devel-
oping mechanisms to ensure that it is meeting the demands laid
out in its contract. Other recommendations included things like
improving the accuracy of its data, improving metrics for tracking
if ATD is successful at achieving its stated goals, and ensuring that
reviews of migrants’ cases (also known as “supervision reviews”)
are happening at the appropriate cadence (i.e., 30 days as opposed
to six months as some ICE officers they interviewed stated). Al-
most three years later, only one of its ten recommendations has
been addressed, and it was that migrants be given access to “legal
orientation presentation [55].” This report reveals that the U.S. gov-
ernment is aware of some of the problems with ATD highlighted in
our study (e.g., the frequency of supervision reviews), has published
its own reports on these problems, and seems to be largely inactive
in working towards resolving them.

When we researchers think about the impact of this work and
what we hope it will do, we are soberly aware that yet another
“report” may not move the needle towards a more just, equitable,
and less surveillance-driven immigration system. We hope that our
work can inform the FAccT community about the experiences of
those surveilled under ATD and those who advocate for them. By
interviewing advocates and soliciting their questions, we aim to lay
a foundation for future critical analysis of compulsory immigration
surveillance technologies that attempts to answer their questions.

6 Conclusion
Although technology is only one component of the larger system of
surveillance and control in the U.S. immigration system, our work
shows how it can exacerbate already challenging circumstances
for migrants. Justice and safety for migrants, particularly asylum-
seekers, will become more precarious as immigration policy in the
U.S. is expected to become more hostile towards migrants [20]. Par-
ticipants in our study called for researchers to study how technolo-
gies function and how institutions are wielding them for increased
surveillance. We embrace this call and hope that this work serves
as a synecdoche [8] for the FAccT community and the computer
science research community more broadly.
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A Interview protocol
Below is the interview protocol we used during our semi-structured
interviews. The semi-structured nature of these interviews meant
that we did not ask every question below in every interview, and
all questions that we asked are not captured below. For example,
whenever a participant mentioned a topic with which we were
unfamiliar, we asked several clarifying questions to solidify our
understanding of the topic before moving on. Naturally, these type
of clarifying questions were more prevalent in earlier interviews
and became less prevalent over time.

Consent form
Hello, thank you for agreeing to participate in this user study. Did
you have a chance to look at the consent form before? No worries
if not; we will go through it right now.
Rapport building

Q1 What type of work do you do as an advocate?
Q2 How many directly-impacted people have you worked with

in the past?
Q3 How did you become an immigrant rights advocate? What

motivates you to do this work?
Q4 What are the typical backgrounds of people with whom you

work?

Main study
One goal of this research is to understand what questions people
have about this app and how it functions. In future work we would
like to attempt to answer these questions. For today we cannot
offer answers to these questions because we likely do not yet know
them but we would like to hear what they are. We would like to
begin this interview by asking you to think about what questions
you have about how the app functions or what it does. You can
voice these questions now or you can voice the questions as they
come to you during the rest of the interview. It may be the case
that discussing a specific topic might remind you of questions that
you have heard in the past. There are no stupid questions.

Q1 What type of questions have you heard people ask about BI
SmartLINK? What would you like to know more about BI
SmartLINK’s behavior or functionality? What are things
about the app that you would like to understand better?
If nothing comes to mind now, no worries; we can come
back to this towards the end of the interview.

Q2 What type of technologies do people describe being moni-
tored by under ATD?

Q3 Based on your understanding, how do people:
(a) Begin to be monitored by the app?
(b) What reason are they given for why they have to use

the app (vs being released etc)? Do they/you believe this
reason to be true/valid?

(c) Have you heard of people getting their passports taken,
as a threat of more monitoring?

(d) If you don’t want to use the app, is the only alternative
being detained?

(e) How long are people told they’ll be monitored? How long
does it actually end up being?

(f) Do they have to pay to use the app? Did they install it
on their own phones or did they get a phone from some-
one else? Was that phone free? Was there any assistance
offered with setup?

(g) Stop being monitored by the app? What led to this? What
impact did this have on them?

Q4 What types of things do they do with the app? What type
of changes (if any) have you heard about how the app func-
tions?

Q5 How did the app impact their behavior?
Q6 In general, what have you heard about people’s experiences

using the app? Think about a specific positive, neutral or
negative experience you have heard and describe it to us.

Q7 Do you have any concerns about people using this app?
Q8 If you could give feedback to the app’s developers, what

would it be?
Q9 What have you heard about people’s interactions with their

case managers related to the app?
Q10 Have you heard of people experiencing technical problems

with the app, such faulty location detection?
Q11 Now that we have discussed the app thoroughly, do any ad-

ditional questions come to mind that you did not previously
mention?

Q12 What drew you to participate in this study?
Q13 What do you wish researchers would focus on or study?
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Q14 We only have a few minutes left; is there anything else you
want to share before the interview is over?

Demographics
I have a few demographic questions. Feel free to decline to answer
them.

Q1 Please select your age range from the following: 18-24, 25-34,
35-44 . . .

Q2 What is your gender?
Recruitment
Could you share the study with others who might be good partici-
pants? Here is a link to the screening survey and here is a link to
the recruitment flier.

B Codebook
Below is our codebook. We list our codes in the following format:
[theme:code].

• Power imbalances: Abuse by officials
• Power imbalances: Lack of accountability

• Power imbalances: Relationships with case specialists
• Negative impacts: Employment
• Negative impacts: Housing
• Negative impacts: Well-being/Stress from mistakes or bad
advice

• Negative impacts: Passports confiscated
• Negative impacts: Increased surveillance
• Negative impacts: Usability problems impact compliance
• Shortcomings of ATD: Historic support for ATD
• Shortcomings of ATD: Not a real alternative
• Shortcomings of ATD: ATD has widened its net
• Shortcomings of ATD: ATD hurts compliance
• Shortcomings of ATD: Monitoring is becoming ubiquitous
• Recommendations: For developers
• Recommendations: For researchers
• Recommendations: For policymakers
• Questions about BI: Location tracking
• Questions about BI: Data practices
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