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Abstract
Success stories in usable security are rare. In this pa-

per, however, we examine one notable security success:
the year-long collaborative investigation of more than
two terabytes of leaked documents during the “Panama
Papers” project. During this effort, a large, diverse group
of globally-distributed journalists met and maintained
critical security goals–including protecting the source of
the leaked documents and preserving the secrecy of the
project until the desired launch date–all while hundreds
of journalists collaborated remotely on a near-daily basis.

Through survey data from 118 participating journal-
ists, as well as in-depth, semi-structured interviews with
the designers and implementers of the systems under-
pinning the collaboration, we investigate the factors that
supported this effort. We find that the tools developed for
the project were both highly useful and highly usable,
motivating journalists to use the secure communica-
tion platforms provided instead of seeking workarounds.
We also found that, despite having little prior com-
puter security experience, journalists adopted—and even
appreciated—the strict security requirements imposed
by the project leads. We also find that a shared sense
of community and responsibility contributed to partici-
pants’ motivation to meet and maintain security require-
ments. From these and other findings, we distill lessons
for socio-technical systems with strong security require-
ments and identify opportunities for future work.

1 Introduction
On April 3, 2016, a coordinated network of dozens of
news organizations around the world [32] began publish-
ing stories based on a set of year-long investigations into
the uses of offshore funds by clients of the Panamanian
law firm Mossack Fonseca. The revelations contained
in these “Panama Papers” led to the ouster of Icelandic
Prime Minister Sigmundur David Gunnlaugsson [17],
and helped instigate investigations from Argentina and
Australia to Canada, Denmark, France, India, Indonesia,

Mexico, Pakistan, and others [42].
Facilitated by the International Consortium of In-

vestigative Journalists (ICIJ), the Panama Papers
project [31] represents a uniquely positive security case
study, wherein systems designed, implemented, and
managed by a handful of ICIJ staffers helped meet and
maintain the organization’s security goals for the project.
While it is impossible to state definitively that this (or
any) system could not have been compromised, ICIJ’s
efforts appear to have been successful in maintaining
their primary security goals, including: (1) protecting
the identity of the source of the Panama Papers’ docu-
ments (2) maintaining control of the documents within
their network of collaborators and preventing their early
public disclosure, (3) protecting the documents them-
selves from attackers (e.g., the companies, criminals and
political figures they implicated), and, finally (4) keep-
ing the investigation itself a secret for over a year. Re-
markably, all of this was achieved while supporting the
collaborative analysis of the documents by nearly 400
journalist-contributors worldwide, who communicated
regularly across time zones and language barriers.

In the computer security literature and beyond, users
are often referred to as “the weakest link” in security
systems (e.g., [26, 48, 50]). Recent case studies on ac-
tivist organizations and NGOs [21, 39, 43], for example,
highlight such security failures in context. Through ex-
amination of the Panama Papers project, then, we seek
to learn (1) what technical and human factors facilitated
the successful preservation of the project’s security goals
and, (2) what lessons can be drawn from this case study
to support the development of similarly effective pro-
cesses for both journalistic collaborations and secure, us-
able systems in general. For while the technical systems
used in the Panama Papers project did not necessarily in-
corporate all technical security best practices, our inves-
tigation helps illuminate how the systems’ hundreds of
users were nevertheless able to collaborate securely over
a long period of time.
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Figure 1: Blacklight. Screenshot of the document search plat-
form. Courtesy: ICIJ.

Figure 2: I-Hub. Screenshot of the collaboration and commu-
nication platform. Courtesy: ICIJ.

To uncover the factors that contributed to the Panama
Papers’ security success, we (1) analyze survey data col-
lected from 118 journalists involved in the project, and
(2) conduct in-depth, semi-structured interviews with the
designers and implementers of the technical systems and
collaborative processes underpinning the Panama Papers
collaboration. These systems1 included:

• Blacklight (Figure 1), a document-search plat-
form where contributing journalists could access the
leaked documents.

• I-Hub (Figure 2), a collaboration and communi-
cation platform where contributors formed interest
groups, shared discoveries, and exchanged ideas.

• Linkurious (Figure 3), a visualization system that
provided visual graphs of the relationships between
entities mentioned in the leaked documents.

From this survey and interview data, we identify sev-
eral key design decisions and deployment strategies that
appear to have contributed to the security successes of
the project.

1All screenshots were approved for publication by ICIJ.

Figure 3: Linkurious. Screenshot of the system that visualizes
links between entities mentioned in the Panama Papers docu-
ments. Courtesy: ICIJ.

For example, we were surprised to learn that project
leaders were able to consistently enforce strict security
requirements–such as two-factor authentication and the
use of PGP–despite the fact that few of the participants
had previously used these technologies. Our findings
suggest that journalists found the collaboration systems
provided so useful that they relied on them in spite of
sometimes onerous security requirements. We observe
that project leaders also frequently and consistently ar-
ticulated the importance of security measures, explic-
itly cultivating a sense of collaboration, mutual trust
and shared security responsibility among system users.
Moreover, this organizational buy-in for security mea-
sures went beyond rhetoric: in one instance, the orga-
nization bought and set up phones as second factors for
journalists who did not have them.

From these and other findings, we distill lessons and
recommendations for integrating computer security mea-
sures into future socio-technical systems. For example,
we recommend normalizing secure communication re-
quirements to reduce the decision-making burden they
may otherwise impose. In the Panama Papers project, for
example, making PGP a default tool and ensuring every-
one had a PGP key meant that participants did not need to
expend additional energy evaluating secure communica-
tion options. We also identify opportunities for future re-
search, such as comparing this to other security successes
to determine which factors are necessary and/or suffi-
cient to achieve similarly effective secure socio-technical
systems. Instrumenting technical systems to achieve a
more complete picture of activity and possible compro-
mises would also contribute to this understanding.
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In summary, we make the following contributions:
• We analyze quantitative survey data from 118 jour-

nalists involved in the Panama Papers project.
• We conduct semi-structured, in-depth interviews

with key stakeholders–including editorial and tech-
nical staff– involved in designing and implementing
the technical systems used in the collaboration.

• From these two datasets, we investigate the socio-
technical systems that supported the realization of
the security goals of the Panama Papers’ project.

• We identify an actively maintained and explicitly
articulated culture of security that leveraged peer-
oriented trust and accountability. We also identify
several technical security issues that may have been
present, but do not appear to have led to compro-
mise in this case.

• Based on this case study, we make recommenda-
tions for future socio-technical systems with strong
computer security requirements and identify oppor-
tunities for future work.

Overall, the Panama Papers project—which required
international collaboration among hundreds of journal-
ists over an entire year—is a unique case study that pro-
vides insight into the design and deployment of secure
communication and collaboration systems for diverse,
distributed organizations. To the best of our knowledge,
this is one of the first in-depth case studies of such a secu-
rity success. Though this paper is neither a comprehen-
sive description of the technical features of the Panama
Papers’ systems, nor a prescription for technical security
best practices, we believe the insights presented here–
taken in conjunction with existing technical security best
practices–provide a valuable foundation for secure col-
laborative system design.

2 Background
In this section, we provide specific background on the
Panama Papers project (unless otherwise noted, details
here are sourced from [12], published by ICIJ). Addi-
tional related work is discussion in Section 7.

The International Consortium of Investigative Journal-
ists (ICIJ) is a non-profit, selective-membership organi-
zation founded in 1997. Comprised of just under 200
investigative journalists in more than 65 countries, since
2012 ICIJ has obtained several caches of leaked docu-
ments that have led to collaborative investigations across
news organizations around the world (e.g., [28–30]). Yet,
in the words of one ICIJ staffer interviewed for this pa-
per, the Panama Papers project [31] — which lasted from
approximately May 2015 to April 2016 — was where the
organization’s work collaborative and analytical systems
“all came together.”

Consisting of over 11.5 million documents in dozens
of formats occupying 2.6 TB of disk space, the Panama

Papers dataset was by far the largest and most complex
that ICIJ had handled (the “Offshore Leaks” project, by
contrast, comprised only 260 GB [13]). While just one
staffer was devoted to research during ICIJ’s first major
leak project in 2011, by 2016, data and research positions
comprised half of ICIJ’s 12-person staff.

To deal with the enormous scale and complexity of the
data, as well as facilitate the large, globally distributed
team required to investigate it, ICIJ’s Data and Research
Unit built and/or refined several systems whose develop-
ment had begun during prior document-based projects.
Favoring open-source technologies, they chose Tesser-
act [7] to OCR the documents, Apache Tika [2] for doc-
ument processing, and Apache Solr [1] for indexing.
The UI for this last platform also became its namesake,
Project Blacklight [6] (see Figure 1).

ICIJ also developed a secure communication hub–
called Global I-Hub–by customizing OxWall [5], an ex-
isting open-source messaging platform (Figure 2). Fi-
nally, ICIJ licensed the Linkurious software [4] to visu-
ally graph relationships among entities that appeared in
the data (Figure 3).

3 Methods
To better understand the decisions that shaped the
Panama Papers’ suite of collaboration systems–as well as
identify factors that may have contributed to the success-
ful maintenance of the group’s security goals–we con-
ducted two studies: an analysis of survey data collected
from Panama Papers project contributors by the ICIJ, and
a semi-structured, in-depth interview with each member
of the ICIJ staff who had significant influence over the
security features and policies related to the Blacklight,
I-Hub and Linkurious systems.

3.1 Participants

All survey participants are investigative journalists who
actively participated in the Panama Papers project. All
interview participants currently work full-time for the
ICIJ and/or had a significant role in determining the se-
curity features and requirements of the collaboration sys-
tems used throughout the project by the journalists sur-
veyed. In the results presented here, participants com-
pleted either a survey or an interview.

Survey. Survey participants were 118 journalists work-
ing in 58 different countries representing every continent
except Antarctica. No other demographic data was col-
lected. This sample represents approximately 33% (118
of 354) of all non-ICIJ staff who worked on the project.

Interview. ICIJ consists of only twelve full-time em-
ployees. For this study we interviewed all five of the ICIJ
personnel with significant editorial or technical input on
the systems used during the Panama Papers project. In-
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Security Practice Unaware Never Few Occasionally Frequently
Passphrase 9% 21% 13% 15% 52%
Two-factor 16% 29% 14% 13% 42%
PGP 14% 34% 10% 17% 25%

Table 1: Familiarity with and Usage of Security Practices Prior to Project (N=118). Scale items were “Never heard of it before”
(Unaware); “Knew about it, hadn’t used” (Never); “Had used a few times” (Few); “Used occasionally” (Occasionally) and; “Used
frequently” (Frequently).

terview participants were two technical and two edito-
rial management staff of ICIJ, as well as the journalist
who received the original Panama Papers materials and
worked closely with ICIJ on the system requirements. Of
these five participants, two participants were women and
three were men. To maximize the insight gained from
these interviews, we designed the interview script us-
ing information from a careful review of public infor-
mation available about the systems (e.g., [10, 36]), as
well as insight from an IRB-approved background (pi-
lot) interview with an individual member of the Panama
Papers project who had intimate knowledge of the sys-
tems involved. The team then collected and iteratively
refined the major themes for the interviews, customiz-
ing their content based on the individual’s primary (self-
identified) role in the project as either an editorial (E) or
technical (IT) leader.

3.2 Materials

Materials consisted of a survey and two interview scripts,
described here and reproduced in Appendices A and B.

Survey Instrument. The survey was created by ICIJ to
investigate collaborating journalists’ use of the Black-
light, I-Hub, and Linkurious systems used during the
Panama Papers project, as well as their experiences with
the security of these systems. In this paper, we focus
on the 10 survey questions related to the use and secu-
rity of the systems provided to journalists by ICIJ (see
Appendix A). In addition to these security-related ques-
tions, the survey also captured information about the
value to journalists of other services provided by ICIJ.

Interview Scripts. We created two distinct, but mostly
overlapping interview scripts for the editorial and tech-
nical interview participants. Topics for both groups
included questions about the participants’ background,
their experience with the overall system, system func-
tionality, any training they offered as part of the project,
any breaches or failures they were aware of, and the po-
tential scalability of the system. Additionally, we asked
editors about how they selected and recruited journalists
for project participation. Please see Appendix B for the
complete interview scripts.

3.3 Procedure

Survey. The survey was conducted between July 28th
and August 15th, 2016 by the ICIJ. Participants com-
pleted the survey via a Google form and took around 10
minutes to complete. Participants could choose to an-
swer the survey anonymously or provide their name if
they wished. ICIJ provided us with the survey responses
as a de-identified dataset. Participants were not provided
an incentive to take the survey.

Interview. We interviewed participants between Decem-
ber 2016 and January 2017. Interviews typically lasted
about one hour and were conducted via telephone/online
video/voice conference (four), with one taking place in
person. All participants spoke fluent English and were
interviewed in English. Participants were not provided
an incentive to participate in the interview.

3.4 Data Preparation and Analysis

Once all interviews were complete, we transcribed the
audio recordings, producing 96 pages of text. Using an
inductive process we completed an initial round of qual-
itative coding to identify key themes, as substantive cat-
egories emerged from the data via grounded theory anal-
ysis [19]. These themes were then evaluated and refined
through group discussion among all researchers, with a
goal of capturing the core variables constituting our par-
ticipants’ experiences.

3.5 Ethical Considerations

Our entire protocol was IRB approved. Furthermore,
because of the sensitive nature of our interview topic,
we took extra precautions to maintain the privacy and
anonymity of research participants. We explicitly did not
request information about or publish details about secu-
rity protocols that could compromise source identities,
sensitive information, or future work.

All interview participants agreed to be audio recorded
during the interview and answered all of the questions
in the interview script. We stored and transmitted audio
recordings only in encrypted form and used de-identified
transcripts for the majority of the data analysis.
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4 Results
In this section, we present results from the survey and
semi-structured interviews.

4.1 Survey Results

Apart from de-identification, the survey data analyzed
below is a summary of the un-redacted responses
(n=118) and comments (n=57) from the 118 journalist
contributors who completed the ICIJ survey. Where rel-
evant, we have included representative comments along-
side the survey results. We identify quotes using only a
letter (J for journalist) and participant number.

4.1.1 Prior Familiarity with Security Practices

The challenge of meeting security goals when work-
ing with non-expert users has been widely documented
(e.g. [8]). To evaluate the significance of the Panama Pa-
pers project as a “security success story,” we analyzed
survey results to determine whether prior security exper-
tise of the journalist contributors may have been a factor.

In fact, in response to a question about prior familiarity
with digital security practices (see Table 1), almost half
of participants indicated that they were “Unaware” of or
had “Never” used PGP or two-factor authentication prior
to this project (47% and 45% respectively).

Familiarity with passphrases (i.e., passwords created
by concatenating multiple dictionary words, along the
lines of [52]) was somewhat greater, with only about a
third (31%) reporting that they were “Unaware” of or had
“Never” used a passphrase. More than half (52%) of par-
ticipants reported that they frequently used a passphrase
prior to participation in this project, while 42% reported
they frequently used two-factor authentication. Only
one-quarter (25%) reported that they frequently used
PGP prior to participation in the Panama Papers project.

Given journalists’ limited familiarity with strong secu-
rity practices prior to the Panama Papers project, we note
that ICIJ’s decision to mandate PGP for all collaborators
is especially striking. We discuss the implications of this
further in Section 5.

4.1.2 Perceived Difficulty of Security Compliance

Each of the three primary systems journalists used for
this project —Blacklight, I-Hub, and Linkurious—had a
distinct login that required two-factor authentication for
every sign-on. Moreover, every journalist on the project
was required to use PGP for password-reset and some
system notifications. Despite relatively limited prior ex-
posure to some of these security practices, however, par-
ticipants reported that they perceived it to be relatively
easy to comply with these requirements.

On a seven-point scale from 1 (“Super easy”) to 7
(“Extremely Hard”), participants’ overall mean rating
was 3.13 (see Table 2), with the majority (63%) rating

Super Easy 1 15%
2 31%
3 17%
4 14%
5 13%
6 7%

Extremely Hard 7 3%

Table 2: Perceived Difficulty of Security Compliance
(N=118). On a scale from 1 - 7, where 1 is “Super easy” and
7 is “Extremely hard”, how challenging was it to comply with
the digital security requirements?

compliance with the security requirements on the “easy”
side of the scale. As one participant put it:

I am kind of technologically challenged, so the
fact that I was able to navigate these security
features means it was probably as simple as it
could be while still being effective. (J11)

Meanwhile, only 10% of participants (12/118) rated
the difficulty of complying with security practices as ex-
tremely hard (“7”: 3% or “6”: 7%).

Participants’ low difficulty ratings of complying with
these security requirements is especially surprising given
that they include use of PGP, which prior work indicates
is notoriously difficult to use (e.g., [40, 60]). We dis-
cuss possible explanations for these results—including
the participants’ trust in the team leading the project—in
subsequent sections.

4.1.3 Perceived Utility of ICIJ Technology Services

Research indicates that motivation can play a significant
role in the adoption of security practices in organizations
(e.g., [23, 54]), and is increased if users find a system
useful—or even necessary—to achieving their primary
work objectives [57].

When rating the utility/necessity of the technology
services provided by ICIJ (summarized in Table 3), the
vast majority of participants reported that the technology
was essential (83% for data and tools and 78% for co-
ordination). Though less than half of participants (43%)
reported that the training was essential, almost all partic-
ipants (95%) rated the training as at least “useful.” None
of the 5% of journalist-contributors who did not find the
training useful commented on the training, though others
did comment specifically on their interest in additional
training. For example:

I would like to receive more training at digital
security tools. It was really useful. I learned
for myself how to encrypt my computer and
find out how vulnerable was my information,
due to my lack of expertise using digital secu-
rity tools. (J81)
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Service Unnecessary Not Useful Useful Very Useful Essential
Data 0% 0% 4% 13% 83%
Coordination 0% 0% 8% 14% 78%
Tools 0% 0% 4% 13% 83%
Training 2% 3% 23% 29% 43%

Table 3: Necessity and Usefulness of Technology Services Provided by ICIJ (N=118).

Service Never Daily Weekly Monthly
Blacklight 0% 64% 33% 3%
I-Hub 3% 41% 48% 8%
Linkcurious 19% 4% 45% 31%

Table 4: Frequency of Use of ICIJ Technologies (N=118).
Frequency of use during the three months preceding publica-
tion; “monthly” includes responses “every now and then.”

4.1.4 Frequency of Use of ICIJ Technologies

In order to assess how well contributors’ reported useful-
ness of the ICIJ systems matched their actual behaviors,
we analyzed survey data on how frequently journalists
used Blacklight, I-Hub, and Linkurious (see Figures 1-
3). These results are summarized in Table 4.

The majority of respondents (64%) indicated that
they used Blacklight—the document-search platform
where contributing journalists could access the leaked
documents—at least daily during the three months prior
to the project launch date in April 2016. One third (33%)
used Blacklight at least weekly, and only 3% used it
monthly.

The vast majority of respondents (89%) used I-Hub—
the collaboration and communication platform with fo-
rum and chat features—daily or weekly. Only 8% used
I-Hub only monthly, while just 3% reported never having
used it.

By contrast, a significant portion (19%) of respondents
indicated they had never used Linkurious—the system
that provided visual graphs of the relationships between
entities mentioned in the leaked documents. About a
third (31%) said they used it monthly and nearly a half
said they used it weekly. Only 4% used it daily.

4.1.5 Collaboration Outside Home Organization

A key objective for ICIJ in facilitating the Panama Papers
project was to encourage inter-organizational collabo-
ration among participating journalists, to maximize the
quality and impact of the resulting publications. The de-
gree of collaboration therefore offers insight into both the
utility and usability of these systems. Given the global
distribution of the journalist-contributors, collaborative
data management strategies like using local-only servers
or in-person meetings, were not feasible. These circum-
stances therefore also gave rise to specific technical secu-
rity requirements for inter-organizational collaboration.

Survey participants were asked to rate how much they
collaborated outside of their own organization on a scale
of 1 - 7 (where 1 indicated “I worked independently” and
7 indicated “I’ve collaborated more than ever”). Nearly
one third (32%) of participants indicated they had collab-
orated with journalists outside their organization “more
than ever” during the Panama Papers project, and the vast
majority of participants (74%) responded on the positive
side of the scale (5, 6, or 7), with a mean rating of 5.33.
Only 13% indicating lower levels of inter-organizational
collaboration by responding on the negative side of the
scale (1, 2, or 3). This data is summarized in Table 5.

4.1.6 Contributor Suggestions about Security

The survey data we analyzed also included one open-
ended question: “Do you have any suggestions or com-
ments about the digital security tools and requirements
for this project?” Fifty-seven contributors offered open-
ended feedback. While the themes of these comments
varied, the most frequent theme was a feature request
(14% total, of which more than half were requests for
additional security features). The second most common
themes were compliments (13%), statements affirming
the need for security (5%), and requests for additional
training (4%). Notably, only 3% of comments described
the project’s security requirements as a barrier to work.

For example, several participants (5) specifically men-
tioned issues around phone-based authentication.

The Google Authentificator [sic] tool... when
I changed my phone (twice during the investi-
gation) I had to communicate with the support
team to reboot the passwords. (J118)

At certain times security turned into a bar-
rier into getting more done... Every time a
cellphone died or went missing (frequently) I
needed to reconfigure authentication. (J68)

However, another participant noted that while security
was a barrier, it was worth the slow-down:

It’s always a pain and even slowed us down.
But this work is important and anything to
keep it secure is fine. (J78)

Finally, others explicitly called-out the need for secu-
rity and even praised ICIJ’s focus on it:

I like the fact that ICIJ considers security as a
priority. Maybe ICIJ can explore other ways to

510    26th USENIX Security Symposium USENIX Association



Independent 1 3%
2 4%
3 6%
4 14%
5 25%
6 17%

Collaborative 7 32%

Table 5: Collaboration Outside Own Organization (N=118).
Scale items were “I worked independently” (1) and “I’ve col-
laborated more than ever” (7).

find log in ways that will not discourage poten-
tial users while at the same time putting secu-
rity of our work a priority. (J109)

Not been an expert, I believe the ICIJ team has
done a fantastic work on security. (J111)

As we will discuss further in Section 5, this trust
placed by contributors in the ICIJ team likely contributed
to that team’s ability to mandate security requirements.

4.2 Results from Interviews

We now turn to a discussion of our interview results, ac-
cording to the topics from the interview script. Where
relevant, we include verbatim quotes from participants
to illustrate our findings. We identify quotes using only a
letter (IT for technical staff, E for editorial staff, includ-
ing the journalist who originally received the Panama Pa-
pers documents) and participant number.

4.2.1 Security Goals and Threat Model

Because the documents at the center of the Panama Pa-
pers project related largely to tax evasion, government
actors—who could expect to recoup lost revenue through
their exposure—were explicitly not considered to be part
of the threat model for the project. That said, the compa-
nies, criminals (such as tax evaders, money-launderers
and drug-traffickers), and politicians who were impli-
cated in the documents were all identified as actors who
could potentially confiscate locally-held data as well as
threaten, imprison ,or even kill the journalists involved
and/or block publication or access to the work. Given
the size and resources of ICIJ, the primary security goals
prior to publication therefore centered on protecting the
source of the documents, maintaining the secrecy of the
project, and maintaining the availability of the Black-
light, I-Hub, and Linkurious systems.

While our research participants only explicitly men-
tioned DDoS attacks and inadvertent project expo-
sure as risks, training documents provided by par-
ticipants indicate a range of security concerns, such
as: spyware/malware, network monitoring, weak pass-
words/password reuse, physical interception of data (via
locally-stored, unencrypted data or printouts) and legal

attacks via third-parties. For example, a training docu-
ment explicitly warned contributors against using third-
party applications to translate, OCR or visualize the
Panama Papers data, and encouraged storing local data
from the project only in encrypted, hidden volumes.

These concerns informed the system design in myr-
iad ways. First, both the sheer volume of the data–and
the goal of protecting its source–led in part to the de-
cision to use a centralized, remotely-accessible method
of sharing the documents, rather than providing contrib-
utors with individual hard drives, as ICIJ had done in
previous projects. As one ICIJ staffer put it:

This is sensitive data that has been leaked to
ICIJ for a reason, and that those sources are
trusting us with being. . . guardians of that in-
formation and protectors. So it’s not for us to
give away to anybody, not even a trusted col-
league. (E2)

Instead, the centralized system allowed ICIJ to grant
all journalist contributors access to the documents, while
still allowing ICIJ to monitor–and restrict–the volume of
data that they could download from the system.

Second, the lack of a nation-state adversary–in con-
junction with the specifics of Amazon Cloud’s contrac-
tual agreements–made cloud-hosting an option. It was
also a technical requirement, due to the volume of data
involved and the need for substantial pre-processing.

4.3 System Design

Informing and interacting with ICIJ’s security goals for
the project were the organization’s driving journalistic
objectives: supporting high-quality, high-impact report-
ing and publications. Due to the enormous volume of
data and documents involved (2.6 TB consisting of about
11.5 million documents), as well as their global na-
ture, remote search and collaboration were essential—
priorities that were clearly shared by both the editorial
and technical staff:

The needs are... communicate, and search doc-
uments, and to do it collaboratively. (E3)

One of the more important impacts was that
journalists discovered how convenient, power-
ful and good it is to collaborate. . . I think that
the I-Hub contributed to this: to teach them
how to interact, and it is a really good thing to
share knowledge, share documents, share data,
and build these networks. (IT2)

One reason the multi-national collaboration was es-
sential was the variety of formats and languages within
the source material, especially since participants were
warned–through training, tip-sheets, and regular messag-
ing from project leaders–against using third-party tools
like Google Translate due to security concerns. ICIJ’s
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tools were therefore crucial to effective collaboration
across timezone and language barriers:

With cultural barriers, with language barriers
and with time zones and all that... I think it was
just the speed and the friendliness... it made
11 million documents look easy, look doable,
and look—because it was easy and friendly to
use, it became addictive to the reporters doing
searches... and I like that. (E2)

Indeed, explicitly cultivating collaboration was a key
design goal of I-Hub in particular, and it seemed to work:

You cannot collaborate on email, or encrypted
email, or Signal. You need a real space that
feels comfortable and friendly and it’s colorful,
and [I-Hub] was. (E2)

The forum was never as used and crowded as
this time... It felt like everybody was sharing
[and] working very collaboratively. (E1)

One reason that I-Hub may have been so easily
adopted was its explicit similarity to familiar technolo-
gies (see also Figure 2):

You can upload files, you can “like” a topic.
You know, which is something that we’re all
so used to in the Facebook world. But that
simple kind of “liking” thing also helped re-
porters bond together and encourage one an-
other. And they were not going crazy with the
likes, you know, most of the time people were
not “liking” things, they were actually con-
tributing useful information. But sometimes,
you know, when somebody has made an im-
portant discovery...it just helped tremendously
with providing a sense of team. (E2)

As we discuss further in Section 5, the fact that the
ICIJ explicitly cultivated and supported such a collabo-
rative culture—and that this collaboration was core to the
success of the project itself—helped lay the groundwork
for users’ acceptance of strong security requirements.

4.3.1 Selecting Journalist Collaborators

In line with prior research on investigative journalists
(e.g., [46]), our survey results indicate that the major-
ity of the journalist contributors to the Panama Papers
project were not security experts. Since any member of
the collaboration is a potential “weakest link”, we exam-
ine how these collaborators were chosen.

While ICIJ explicitly sought project contributors
based in as wide a range of countries as possible, the core
group of journalists (which numbered approximately 100
as of September 2015 and grew to nearly 400 by project
launch in April 2016) were all existing ICIJ members.

Interestingly, members who brought in non-member col-
leagues were considered responsible for disseminating
and enforcing security protocols set by ICIJ:

We would reach out to our member and trusted
person... then the trusted journalist talks to a
very small group of people in his own media
organization... And then, if they get assigned
to do the story, then we would train them, we
would give them access to platforms... It’s up
to the trusted member and reporter to enforce
all the rules and regulations with any person
that that reporter bring on board. (E2)

Our interviews suggest that explicitly leveraging trust
relationships within an established social network helped
maintain the project’s security requirements even as new
members joined. While in practice this resembles a “web
of trust” model, we note that unlike some traditional
web-based implementations, each human “link” in this
chain had a strong-tie connection to their closest link.

4.3.2 System Security

We now turn to a discussion of the security decisions
made in the design and maintenance of ICIJ’s systems,
based on our interviews.

Technical Security. Key security aspects of all systems
includes careful vetting of the source documents (includ-
ing scanning them for known malware), deploying well-
tested HTTPS, and requiring two-factor authentication
for each of the three core systems.

The team experimented with multiple versions of two-
factor authentication, including virtual machines (dis-
carded as too complex) and browser extensions (dis-
carded as insufficiently secure). Eventually, they settled
on a smartphone-based app solution, which proved scal-
able despite initial concerns:

You have to have a smartphone. And, we
had a little discussion about, “Is this going to
work?” Because Africa is big on cell phones,
but mostly they’re not smartphones... And
then, when we started adding partners to the
Panama Papers, everybody pretty much ended
up having a smartphone. (E3)

Secure Defaults. One striking security decision was
making PGP-encrypted email the default communication
method for essential system functions. By summer 2016,
participants were required provide a PGP key in order to
obtain system credentials (including reset/recovery). To-
day, all notification emails from those systems are also
encrypted by default.

Initially, however, contributors could receive pass-
word rest information via HushMail HushMail, and un-
encrypted system notifications still included details like
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the summary of an updated thread. As security concerns
increased post-launch, however, all details were elim-
inated from notifications until default PGP encryption
could be implemented. Yet we note that the security cul-
ture among these journalists was strong enough by this
point that they were willing to tolerate several months of
reduced functionality for security purposes.

Achieving these secure defaults, however, was not the
result of voluntary collective action: at some point, ICIJ
mandated that all contributors create and use a PGP key:

It was not a choice... If somebody did not get
themselves a PGP, he did not get access to the
forum and to the I-Hub. (E1)

A helpful side-effect of this requirement, however,
was that it became possible for PGP-encrypted email to
become a default for communication even beyond the I-
Hub—and it was, even for seemingly non-sensitive ma-
terial. As one core editorial affiliate put it:

We had a rule in our team that whatever is
about the Panama Papers—and if it’s only
about, I don’t know, “Let’s meet at nine,
okay?” then we encrypt it because we encrypt
everything that has to do with the Panama Pa-
pers. So that was our rule... the automatic step
was to encrypt. (E1)

By creating secure defaults—especially ones that were
useful outside of the project’s infrastructure—the secu-
rity achieved within the Panama Papers project systems
also enhanced journalists’ level of security beyond them.

Human Support and Communication with Users.
Both technical and editorial staff emphasized the incre-
mental was in which security features were rolled out.
Moreover, they highlighted that security mandates from
ICIJ were counterbalanced by increasing user investment
in the systems, supported in part by open feedback chan-
nels and the addition of user-requested features:

I said, “If you have any suggestions or any
questions regarding the platforms, email me.”
(E3)
We also encouraged the community to tell us
through the Global I-Hub. There was a group
called “data geeks” or something like that, and
we encouraged them to tell us where we could
improve. (E3)

ICIJ also provided accessible (human) technical sup-
port:

We also have a support channel... So we’re
always assisting them all the time with their
technological needs... Some of them forgot to
change their phones... [and] didn’t know how
to re-install or how to reconnect with a new au-
thenticator. (E2)

The result was a pace of security upgrades that
matched users’ investment in and need for the systems:

So we have people to teach them how to [set
up their PGP key], we have a support team
that can help them. . . It went well because they
were interested in keeping the access to the
[platform]. (IT2)

In addition, these open lines of communication led to
broad-based improvements in the platforms’ function-
ality. For example, the user-suggested functionality of
“batch search” was mentioned by four out five interview
participants as one of the most valuable features of the
Blacklight system:

I was very glad that we could do batch searches
in the end, which is a huge help. (E1)

Security Disagreements. Of course, security-related
disagreements did arise. As security concerns increased
post-launch, for example, reliance on the more usable
Hushmail was scrapped in favor of PGP:

It’s much easier to create a Hushmail account.
It’s like creating a Google account. You know,
like it takes that long [snaps finger]. Like noth-
ing. I think that they say it’s an encrypted sys-
tem end-to-end and other things, but the reality
is also that you don’t know. (E2)

At one point, I approached my managers and I
said, look, everyone has serious doubts about
HushMail... we just need to change our policy.
(IT1)

ICIJ technologists also considered using CryptDB [3,
49], to encrypt the source documents while keeping them
searchable. Yet while both primary technologists agreed
that CryptDB was not a good fit, their reasoning around
this decision was different. While one participant cited
a mismatch in threat model, another had concerns about
CryptDB’s maturity:

I don’t think that there is any benefit in en-
crypting data at rest. We had this discussion
early on in the project. One of the propos-
als was to use an encrypted version of MySQL
[CryptDB]... the passwords have to be stored
on the servers themselves... So what’s the
point? (IT1)

We tried to use CryptDB, which is an en-
crypted database, but it was a new project and
it didn’t work... because the project was not
stable enough. (IT2)

4.3.3 Security Weaknesses

Incidents. Our interviewees knew of no system breaches
that took place during the course of the Panama Papers

USENIX Association 26th USENIX Security Symposium    513



project. Prior to launch, there was only one occasion
when system monitoring suggested a possible attack:

We had to ask one of our partners to bring
his computer because we were detecting some
weird requests to our systems. (IT2)

Once the partner in question changed machines, the
requests stopped, though the underlying cause was never
determined (the device was reviewed by the partner’s or-
ganization, but no report was made to ICIJ).

Two security incidents occurred post-launch, both
centering on the exposure of the systems’ URLs, which
had been intentionally kept secret. Due in part to the cost
of more robust DDoS protection, project leads opted to
maintain endpoint secrecy:

If someone gets the location of the servers,
they can do several attacks... We are pre-
pared for this, for brute force [authentication]
attacks... But yeah they also can send a DDoS
attack, for example... So we have to protect the
location, the server location. (IT2)

However, this “security by obscurity” approach suf-
fered from an accidental leak:

For example, we have requested that no URLs
were ever shared or showed on television, like
URLs of our platforms. And [partner organiza-
tion] forgot about it and shared URLs on tele-
vision... When this thing happened with the
URL, we had to basically disconnect everyone
from the platform and change the URL. (E2)

Though exposure of the URL only enabled attacks
on system availability/uptime—knowledge of the URLs
alone did not provide access to sensitive data—ICIJ was
concerned enough about these exposures that they chose
to take the systems temporarily offline in order to change
their locations.

Technical Limitations. Though ICIJ and its collabora-
tors were able to maintain the project’s security goals,
our study suggests several potential technical security
limitations in their approaches.

For example, while ICIJ focused heavily on preven-
tative security measures (e.g., ensuring encrypted com-
munications), systematic approaches to dealing with po-
tential security incidents seemed limited. While some
networking monitoring and logging was available for
network activity and document downloads, no system-
atic approaches to detecting or responding to potential
data exfiltration events or other system breaches were de-
scribed by our interview participants. For example, the
discovery of an accidentally broadcast system URL was
handled in an apparently ad-hoc way.

We also observe a strong focus on communications
security (e.g., PGP) but less focus on endpoint secu-

rity. While ICIJ was in a position to mandate secu-
rity measures around communications, their influence on
endpoint and operational security was limited to occa-
sional training opportunities and “best practices” docu-
ments shared with contributors that addressed password
management, third-party tool use, use of new/unfamiliar
networks and basic threat modeling. They also rec-
ommended (and provided instructions for) creating en-
crypted hidden volumes for project documents stored lo-
cally. However, we do not know of any measures taken
to verify adherence to these guidelines by participants.

ICIJ may have deployed additional security measures
that we did not learn about in our interviews, but we high-
light these potential weaknesses to provide context for
the overall success of the project. We encourage future
system designers to take the lessons from this paper in
conjunction with existing security best practices.

4.4 Results Summary

In summary, we found that a large group of geographi-
cally and culturally diverse journalistswere able to col-
laborate securely over roughly a one-year period. To
achieve their security goals, they relied on established se-
curity mechanisms such as PGP and two-factor authen-
tication, as well as less systematized security practices
like a social-network approach to adding members.

Overall, our survey results suggest that participants
felt that complying with the security requirements of
these systems was relatively easy, in spite of the fact
that a large proportion of them had never used secu-
rity technologies including two-factor authentication and
PGP prior to the project. This is even more striking given
that the vast majority of participants reported using the
Blacklight and I-Hub systems daily in the 3 months prior
to the project launch, each of which required a separate,
two-factor login for every sign-on.

Our interviews, meanwhile, offer insight into both the
core system requirements of the Panama Papers project,
as well as the specific ways—such as strong HTTPS,
two-factor authentication, a PGP/encrypted email de-
fault, and centralized control of the documents—the
project’s security goals were met. Through secure de-
faults and strong trust relationships reinforced through
these collaborative systems, the limited security inci-
dents were well-tolerated and compromised none of
ICIJ’s major security goals for the project.

5 Discussion
We now step back and reflect on the contributing factors
to the Panama Papers project’s security success, and re-
flect on how these factors may usefully inform the design
of secure journalistic collaborations, as well as usably se-
cure socio-technical systems more generally.
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5.1 Factors for Success

Useful and necessary system functionality allowed for
security mandates. A key factor in the success of
ICIJ’s approach was that journalists found their systems
both useful and necessary, independent of their security
properties. Journalists needed these systems for their
core functionality (i.e., access to the source documents
and collaboration with their peers), making strong secu-
rity requirements (such as two-factor authentication and
PGP) acceptable trade-offs to gain and maintain access.
ICIJ staff were aware of this dynamic:

You have to keep a balance between function-
ality and security. Because if you start with
all the good practices in security at once, jour-
nalists will react to that and they will resist it,
because it will be less functional. (IT2)

Our findings here align with research from man-
agement science, such as the Technology Acceptance
Model [15, 56, 57], which argues that successful technol-
ogy adoption in organizations depends not on mandated
compliance, but rather on (1) usefulness and (2) ease
of use. These factors a blend of both “social influence
processes” (e.g., working norm, voluntariness, and im-
age) and “cognitive instrumental processes” (e.g., job
relevance, output quality, perceived ease of use) [57].
Among these, however, “usefulness” (defined as the
user’s perception that the new technology will enhance
their job performance and output) was found to be the
most powerful determinant of user acceptance.

Normalized security practices and secure defaults.
The Panama Papers project leads actively cultivated a
security-conscious culture in which secure communica-
tions were the norm. This norm helped project partic-
ipants avoid the need to make granular decisions about
which interactions warranted secure treatment. Several
of our interview participants clearly identified the value
of this approach. For example:

In this project we just routinely encrypted ev-
erything we wrote... Because we were just
used to doing it and that helped us a lot as a
team, that we understood that it’s not such a
big thing, it’s not such a pain in the ass—but
you’re always on the safe side of it. (E1)

By contrast, prior work [18] on email encryption adop-
tion in an activist organization identified issues around
encryption of non-sensitive messages. By universally en-
crypting all project-related communication, the Panama
Papers team avoided such social complexities.

Usable alternatives for secure communication min-
imized workarounds. The ICIJ’s systems supported
multiple forms of secure communication, giving users

flexibility depending on their needs and task. For ex-
ample, I-Hub enabled secure group communication:

For colleagues who are not that experienced
with PGP or Signal or whatever...[the I-Hub is]
a good way to write secure emails or messages
to each other. (E1)

Where ICIJ systems didn’t meet a particular need,
however, contributors often reached for tools mandated
by ICIJ (e.g., PGP) or other secure alternatives, thanks
to the overarching security culture of the project, and the
familiarity with and trust in these tools that the project
provided:

I don’t like using PGP on the cell phone partic-
ularly. So then I would mostly switch to other
channels, like Signal. (E1)

System designers, meanwhile, were conscious of
users’ primary task objectives and strove to minimize the
friction of security security processes:

It had to be as secure as possible, and still al-
low working with it without doing a three-day
procedure to get into the I-Hub. (E1)

Cultivating mutual respect and reciprocity. The
Panama Papers project systems were the product of an
iterative design process within a particular community
(journalists) and use case (i.e., facilitating global collab-
oration around a large trove of documents). This gave
the ICIJ team confidence that the systems honored both
their needs and values as an organization, and those of
the journalist-contributors:

It’s great, it’s just software that is designed for
journalists. . . and that’s all we care about. (E2)

Panama Papers is the project where we tried to
apply all the lessons learned from the previous
projects. (E3)

ICIJ also maintained a careful balance between man-
dating security protocols and adding user-requested fea-
tures (e.g. batch search), creating a sense of bal-
ance and equal partnership between the organization and
journalist-collaborators:

Once you have users, users will ask for things.
They’re helpful, you know? So, batch search-
ing feature, I did not plan that. But people
started asking “Would it be possible?” And it’s
like, “Ah, sure. This is a great idea.” (E3)

This culture of mutual interest and respect helped
users accept–and even support–ICIJ’s strong security re-
quirements.

Consultation with security experts. The ICIJ team
chose third-party services carefully, based on advice
from outside security experts:
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In the beginning we talked a lot to security ex-
perts. We did not really tell them what we had,
of course not. But we needed to know more
about the whole issue and the [organization]
explained a lot about it worked... and why it’s
secure... So I know this seemed to make sense,
and we spoke to other experts and they said
“Yeah, you’re on the safe side with that.” (E1)

For example, while there were initial questions about
using cloud hosting, Amazon Cloud Services’ contract
promises to inform customers of government access re-
quests, allaying some fears:

Amazon has quite a good reputation when it
comes to ensuring the confidentiality of the
customers...Their policy is to inform organiza-
tions if a state agency has requested a form or
information from them. (IT2)

Hushmail, on the other hand, was eventually aban-
doned due to uncertainty around its security properties:

I dont even know whether [Hushmail] has end-
to-end encryption. It’s just completely...non-
transparent. It’s much better to use PGP. (IT1)

Although the technical security measures deployed by
the ICIJ were not necessarily complete, we note that they
were thoughtfully constructed. We encourage future sys-
tem designers to similarly engage security experts and/or
rely on current security best practices as much as possi-
ble during the design process.

Leveraging social relationships to build trust and
shared responsibility. Strong trust and social relation-
ships were integral to the Panama Papers’ collaboration
from the start: the initial group of contributers were all
ICIJ members, and becoming a member requires the ex-
plicit support of multiple existing members.

In addition to leveraging their strong ties with existing
members, actively cultivating a collaborative, trust-based
ecosystem among the non-ICIJ journalists helped secu-
rity practices permeate the otherwise disparate and phys-
ically disconnected group. In addition, frequent project
updates and security reminders from the ICIJ team–as
well as specific design elements of I-Hub–helped further
develop this sense of team and trust:

[On the I-Hub,] the small things, like the fact
that there’s an avatar and you can see the face
of the journalist, and you can have direct com-
munications and all that. . . it helps with trust.
It helps with bonding. (E2)

This observation echoes prior work [37] which found
that users make security decisions motivated in part by
a desire to maintain social work relationships. Indeed,
social pressure can nudge users towards security com-
pliance even if that compliance is burdensome or time

intensive [48]. Prior work [33] has also found that a high
rate of in-group communication fosters greater trust. Our
findings suggest that these factors all played in a role in
the security success of the Panama Papers project.

Sustained emphasis on security. Project leads at ICIJ
also clearly and frequently communicated the impor-
tance of security and what was at stake:

In every editorial note I would write, I would
remind [contributors] about some security
measure, how it takes one of us to make a mis-
take for the whole thing to basically fall to hell,
and you would lose an entire year of work, and
we would be—a joke basically. Nobody would
ever come to us again with any confidential in-
formation. So, I would remind them so they
didn’t feel comfortable and too confident. (E2)

Organizational resource commitment. A key success
factor was the ICIJ’s willingness to commit resources to
developing useful and secure systems:

[Collaborating] requires a team, and it re-
quires systematic work. . . If there’s no com-
pelling need, journalists are not going to use
it. . . It has to be enforced also by the managers
and embraced by everyone. (E2)

Though stakeholders sometimes disagreed, develop-
ers actively sought management buy-in for creating long-
term security solutions. For example:

There is a tendency... to have this kind of
quick solution and where it puts the load of the
problem onto staff. The solution my managers
proposed [for password reset issues].. created
a huge support burden... Selling [long-term
technical solutions] is a little difficult to direc-
tors... But when you do implement it, it works
beautifully I think, and becomes an example to
other organizations. (IT2)

5.2 Lessons and Opportunities for Future Research

For the computer security research community, this
case study represent a rare example of security success,
achieved despite many complicating factors. Examples
include: mandating important but notoriously inconve-
nient and/or hard to use protocols, like PGP [60]; con-
tributors’ lack of prior experience with the mandated
security practices; participants’ wide geographic dis-
tribution and diverse native languages. Yet ICIJ was
able to mandate their security requirements, and hun-
dreds of contributing journalists adhered to—and even
applauded—those requirements, allowing the project’s
security goals to be met. While the systems used in
the Panama Papers project are not appropriate for ev-
ery project, organization, or security scenario, we believe
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this example offers important insights for those wishing
to design similarly effective systems, especially from a
human-centered perspective.

Lessons for Journalistic Collaborations. A key fac-
tor in the Panama Papers’ security success was the rep-
utation ICIJ had built for exclusive, high-impact investi-
gations. Journalists approached for the Panama Papers’
project were thus strongly incentivized to meet ICIJ’s
security requirements, which were required to gain ac-
cess to the systems and the documents they held. The
risk of being left out of future projects or ostracized
by colleagues and partner organizations made the cost
of security non-compliance particularly high. Similarly,
the importance of clear communication around security
suggests that tying security requirements to demonstra-
ble professional advantage, along with clear expectation-
setting (including negative consequences) are key factors
in motivating journalists to adopt and maintain even po-
tentially onerous security practices.

Recommendations for Socio-Technical Systems. Prior
work shows that employees will often sidestep secu-
rity requirements to focus on their primary tasks [24].
As the Panama Papers project demonstrates, however,
when security measures are integral to those tasks, they
may be better honored by users. This suggests that
security measures perceived as a “bolt-on” to existing
systems—especially if organizational leaders are not vo-
cal about their importance—may engender avoidance be-
haviors from users. Similarly, insufficient attention by
system and security experts to the specific work needs
and task priorities of users may lead to brittle systems:
tools and protocols that do not offer multiple methods
for meeting a particular security requirement (e.g. text-
based communication), may lead users to rely on inse-
cure workarounds to meet their needs. This affirms prior
work (e.g., [48, 55]) suggesting that ongoing attention to
both security and primary work objectives by organiza-
tional leaders and security experts is key to creating and
maintaining secure collaborative systems.

Opportunities for Future Work. Though our work has
identified multiple factors that may have contributed to
the effective security of the Panama Papers collaboration,
we do not know which of these factors were necessary,
nor which combination of them would have been suffi-
cient. We also cannot tease out the importance of other
potentially relevant factors, such as whether the small
size of ICIJ itself helped facilitate organizational consen-
sus on security issues.

Two key directions for future work, then, include
(1) conducting additional case studies of socio-technical
security successes and (2) comparing these case stud-
ies to clarify which factors are necessary and/or suffi-

cient. While our findings support prior work on the value
of social relationships for motivating security behaviors,
exploring other motivations (such as professional norms
or organizational identity) may highlight additional paths
towards similar types of security success.

6 Limitations
The Panama Papers project provides a remarkable exam-
ple of a diverse, highly-distributed group of journalists
meeting the security goals of the coordinating organi-
zation. However, we know that no system is perfectly
secure, and that even systems that appear to meet their
security goals may have been breached. In this case,
a highly-motivated and/or -resourced attacker could—
without the organization’s awareness—have potentially
or actually compromised the systems we described here.
We do not claim causality, ultimate system security, or
lack of vulnerabilities, but rather identify factors that
may have contributed to the ICIJ’s success in achieving
their security goals (protecting the source and preserving
the secrecy of the project until the desired launch date)
in a complex socio-technical system.

Thus, the measures describes above should not be in-
terpreted as a guarantee of security or recipe for suc-
cess, nor a complete technical description of the systems
used. Indeed, we highlighted several technical limita-
tions of the system and encourage readers to treat this
case study as a potential starting point from which to
incorporate other technical security best practices (e.g.,
mechanisms for detecting compromise or strengthening
endpoint security). We leave a technical analysis of these
still-evolving systems to future research.

Finally, because the survey instrument was designed
by ICIJ, we could not control what questions were asked
and how. We include the survey instrument in Ap-
pendix A for transparency.

7 Related Work
To the best of our knowledge, this paper represents one of
the first in-depth studies of a security success story. Due
to the novelty of such a case study in the security litera-
ture, below we examine related work in adjacent fields.

7.1 Security for Journalists and Activists

Recent work has studied computer security for journal-
ists specifically, both individually [40, 44] and organiza-
tionally [45]. These works identified computer security
challenges due to, e.g., the fragility of journalists’ rela-
tionships with their sources, as well as the limited re-
sources available within journalistic organizations.

Like NGOs and activist groups, journalists’ work
makes them high-value targets for cyberattack and
surveillance (e.g., [20]). Certain nation-states have been
known to monitor these groups and scan for evidence
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of political dissent, by “eavesdropping, stealing informa-
tion, and/or unmasking anonymous users” [43]. In addi-
tion to surveillance, such groups have also been the tar-
get of malware attacks and tailored phishing attacks, on
which several case studies have been published [21, 39].

7.2 Security in Organizations

More generally, when considering computer security
within organizations or other networks, users are often
considered the “weakest link” [8]—a theme that has be-
come common in a range of fields (e.g., [26, 48, 50]).

Usability studies have begun to amend this assump-
tion, looking at how to strike the balance between secu-
rity and usability (e.g., [35]). Work in this field shows
that users make decisions informed by a rational concern
for efficiency, so much so that many deliberately ignore
security advice and training [24, 25].

Scholars have found that organizational culture is
a critical component for the successful implementa-
tion of security policy [58]. For example, Kirlappos
and Sasse [37] show that social relationships between
employees impact compliance with security mandates.
Blythe et al. [10] identified factors contributing to em-
ployees’ security behaviors, including security knowl-
edge and perceptions of responsibility. Thomson et
al. [55] highlight the importance of integrating security
awareness into an organization’s daily culture. Pfleeger
et al. [48] discuss the rollout of security mandates in the
context of employees’ mental workload and interaction
with their primary task flow, All of these factors from
prior work—peer trust relationships, organizational se-
curity culture and norms, and integration with primary
tasks—are echoed in our findings.

Other fields, including managerial and behavioral
studies as well as social psychology and sensemaking,
also consider the role of employee-culture in general
managerial compliance. Organizational culture, in par-
ticular, has been found to exert outsized influence on em-
ployee behavior [16, 22, 26, 34, 41, 48, 51, 53].

7.3 Security on Distributed Teams

As technology has enabled geographically distributed
teamwork, top-down management has given way to de-
centralization and flat hierarchies [14] This change has
security implications: top-down enforcement has been
shown to be less effective than socially embedded, trust-
based cultural compliance [37]. Moreover, top-down
mandates can actually lead to employees’ distrust of the
organization [59] or harm productivity [27]. Our findings
here—where security mandates were accepted and even
supported by journalist-contributors—suggest that this
distrust effect may be overcome by sufficiently strong so-
cial relationships and/or respect for the organization.

For digital rather than physical collaborations, com-

puter security becomes critically important, and knowl-
edge management in such teams is a topic of interest for
researchers [9, 11, 38, 47]. However, with some notable
exceptions [14, 33], the specific requirements of such
teams for security compliance are understudied. Our re-
search helps address this gap in the literature.

8 Conclusion
In this paper, we have explored a security success story:
the case of the year-long Panama Papers project collab-
oration among hundreds of journalists around the world.
We presented and analyzed survey data from 118 jour-
nalists involved with the project, as well as interviews
with the editorial and technical staff behind the design
and implementation of the collaboration tools used dur-
ing the project. From these datasets, we distilled success
factors and recommendations for designing and imple-
menting secure socio-technical systems.

We found that users will accept strict security require-
ments in order to use tools critical to their core (non-
security) efforts; that a strategy of reducing security de-
cisions by making secure behavior the default and pro-
viding secure alternatives for functionality not directly
supported may discourage insecure “workaround” be-
haviors; that leveraging peer relationships can help foster
a collaborative culture with a shared sense of security
responsibility; and that inviting—and engaging—input
from users helps establish a sense of reciprocity that fa-
cilitates their adoption of security mandates. This case
study demonstrates not only that meeting significant se-
curity goals is possible in a complex socio-technical sys-
tem, but provides valuable insights into how similarly
successful future systems can be designed.
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A Appendix: Survey Instrument
This appendix contains the questions from ICIJ’s survey
of contributing journalists for which we received data.

A.1 ICIJ Journalist Survey

We want to know your opinion about the project plat-
forms and your experience working on the project. It
should take you 10 minutes. Your honest feedback will
be important to make adjustments to future investiga-
tions and we will use your answers only for ICIJ internal
purposes. You can answer the survey anonymously,
although we appreciate if you tell us who you are.
Thanks for helping us to improve global collaboration in
journalism!

1. Name [short answer]
2. Country [short answer]
3. Media Outlet [short answer]
4. Email [short answer]

5. How much did you collaborate with others outside
your organization for this project?
(I worked independently) 1 2 3 4 5 6 7 (I’ve collaborated
more than ever)

6. How would you rate the services provided by ICIJ
throughout this project?
For 6.A-C, the scale was: Unnecessary, Not useful, Use-
ful, Very useful, Essential.
A. Project coordination
B. Digital tools (I-Hub, Blacklight, etc.)
C. Training (tools, data and digital security)

7. How did you find the coordination of the project?
(Poor) 1 2 3 4 5 6 7 (Excellent)

8. How often did you use during the last three
months before publication?
For 8.A-C, the scale was: Every day, Two or three times a
week, Once a week, Once a month, Every now and then,
I never used the service, Other: [short answer].
A. Blacklight
B. I-Hub
C. Linkcurious

9. Which digital security practices were you familiar
with prior to working on this project?
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For 9.A-C, the scale was: Never heard of it before, Knew
about it but hadn’t used, Had used a few times, Used
occasionally, Used frequently.
A. Passphrases (instead of passwords)
B. Two-factor authentication (Google authenticator)
C. PGP encryption (for email)

10. Which improvements (if any) would you like to
see in Blacklight? [short answer]

B Appendix: Interview Instruments
This appendix contains our interview script for ICIJ ed-
itorial personnel and for ICIJ technical staff. We note
inline where the interview script differed between edito-
rial and technical staff.

Background
1. What was your [editorial/technical] background

and/or main area of responsibility for ICIJ prior to
the start of the Panama Papers project?

2. Prior to the Panama Papers, had you worked on any
other collaborative investigative projects at ICIJ, or
any other organization? If so, can you tell us a lit-
tle bit about how the Panama Papers differed from
these earlier efforts?

Overall System Design
1. Were you directly involved in the [technical] de-

sign [and/or deployment] of the collaborative sys-
tems used during the Panama Papers to store and/or
share the source documents? If so:

(a) What did you feel were the most important
features of the system in terms of function-
ality? What were the most significant chal-
lenges to including these features?

(b) What did you feel were the most important
features of the system in terms of security?
What were the most significant challenges to
including these features?

(c) We understand that PGP was required to dis-
tribute at least some system credentials. Can
you tell me a little bit about why PGP was se-
lected, and how that requirement was commu-
nicated to users?

2. Were any of the technologists who worked on the
projects not ICIJ employees? If so, how were they
selected for involvement? Was their access to the
design and/or implementation details of the project
limited in any way?

3. To the extent that you are aware, how did the sys-
tems evolve over the course of its use during the
Panama Papers project? Have they continued to
change since the launch? In what ways?

4. From your perspective, what were the most success-
ful aspects of the system design and deployment?
What were the least successful? What surprised you
the most about how the system was used?

5. For technical staff only: Were regular backups per-
formed on the system? If so, how were backups
initiated and carried out?

6. For technical staff only: Was content stored on the
system generally encrypted at rest? If so, was there
a mechanism for searching this content?

Recruitment and Participation
For editorial staff only:

1. How did journalists generally get involved in the
Panama Papers project? Were they recruited, or did
they reach out to ICIJ?

2. What was the general process for vetting individuals
or organizations for participation? Was anyone ever
rejected? Why?

3. Was there a group of people who were responsible
for verifying the authenticity of received documents
and information? If so, what type of process did
they use?

4. As more information was received, how was it in-
tegrated into the system? Who was responsible for
this, and how was the process determined?

General System Functionality: BlackLight and I-Hub
1. We understand that there were two primary systems

used to manage the Panama Papers project: Black-
Light and I-Hub. In your own words, you could de-
scribe each of these systems, both in terms of their
functionality and how they were implemented?

2. Did journalists have separate logins to the two sys-
tems? To the best of your knowledge:

(a) Were there specific password requirements
(e.g., length, various characters, etc.)?

(b) Was two-factor authentication required?

(c) How could users change/reset passwords?
Were regular password changes required?

3. For editorial staff only: Were users allowed to up-
load files to either system? If so, were there any sys-
tem features included to scan or clean these files?

4. For technical staff only: Were users authorized to
upload files to either system? If so, was there any
service/feature embedded with the file server, to de-
tect and clean malware when a file is uploaded?

5. For editorial staff only: If users had a difficulty with
one of the systems, what resources were available
to them? Was providing user support a significant
consideration in the design of the system?
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6. For technical staff only: If users had a difficulty
with one of the systems, could they contact the IT
team directly? If so, what was the mechanism? If
not, what types of resources or protocol was made
available for these users?

I-Hub
1. Did all journalist users have the same level of per-

missions on the system?
2. What type of user could create new “chat rooms”

or threads? Could administrators see all of these,
and/or remove content, if needed?

3. For editorial staff only: Were there any features that
you would have liked to see included in the system,
but that could not be integrated for technical rea-
sons? What were they?

4. For technical staff only: What type of encryption
was implemented on this system? Was it end-to-
end (in the style of PGP or OTR) or client-to-server
(e.g. HTTPS connection to platform)?

BlackLight
1. For editorial staff only: How did the BlackLight

system work? Why was BlackLight selected as the
base project from which to create the Panama Pa-
pers system? What features do you wish it had that
it didn’t?

2. For technical staff only: Why was BlackLight se-
lected as the base project from which to create the
Panama Papers system? Was it difficult to adapt or
secure for use on this project? In what ways?

Listserv
1. How did communications on the listserv differ from

those on I-Hub?
2. For technical staff only: What were the func-

tional/security differences between I-Hub and the
listserv?

3. Are you aware of any instances where the listserv
was used inappropriately? If so, how was this ad-
dressed, and by whom?

Information Security Training
1. Who generally provided security training for jour-

nalists? Who designed the content of the trainings?
2. Did you provide or design any of these trainings? If

so, please tell me a little bit about how they were
delivered and what content they contained:

(a) Were they “live” (e.g. streamed) or recorded?
Why or why not?

(b) Did they involve hands-on exercises? Why or
why not?

(c) Was there any type of evaluation/grading of
participants? Could a “failing” grade limit ac-
cess or require the training be taken again?
Why or why not?

(d) How many different trainings/topics did each
user have to engage before being granted ac-
cess to the systems?

3. What was the goal of providing these trainings? Do
you feel they were successful? What would you
change or do differently around training for a simi-
lar project in the future?

Security Breaches and System Failures
1. To what extent was keeping the online location (i.e.

URL) of the project an important security concern?
2. Was there a specific protocol for taking the system

offline due to errors, updates or security incidents?
How were these communicated to the users of the
system (if at all)?

3. For editorial staff only: Were there specific plans
in place for detecting and/or handling system ex-
posures or security incidents? How were the users
and/or publications involved monitored, if at all?
By whom?

4. For technical staff only: Were there specific plans
in place for detecting and/or handling security inci-
dents? For example, were there automated intrusion
detection systems, or checks on the locations of sys-
tem access?

5. Without revealing specifics that could compromise
continued use of the system, can you share a general
sense of what kind of security incidents happened
during the project, and how they were handled?

Scaling and Future Development
1. Do you feel that you would use – or encourage oth-

ers to use – this type of system for collaborative in-
vestigative projects in the future? Why or why not?

2. From both a functionality and support perspective,
do you think the systems used for the Panama Pa-
pers are scalable to a larger number of projects
and/or users?

3. Are there any [design or deployment / technical or
system design] lessons you learned from this project
that you intend to apply to the design of future sys-
tems, whether for similar projects or not? If so,
what features or aspects would you keep or change
for other projects, and why?

4. Would you change the content or mechanism of
training or support for future systems?

5. Is there anything else about this project that you’d
like to tell us or think we should know?
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